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HOW TO USE WINPEPI: an ABC 
 
A. Obtain the latest version 
 
The latest set of WINPEPI (PEPI-for-Windows) programs and manuals can be downloaded free from 
www.brixtonhealth.com.   
 
 
B. Install 
 
Run winpepisetup.exe. This will put the programs and manuals in a folder of your choice  (replacing any previous 
versions in that folder) and will place a WINPEPI portal (a “WINPEPI” icon) on your desktop. It may be convenient to 
pin the Portal to the Start menu or the Taskbar. 
If you downloaded winpepifiles.zip, you will have to copy its contents to a folder of your choice, and manually put a 
shortcut to winpepi.exe on your desktop.  
 

C. Use the WINPEPI Portal and find the procedure yo u want 

There are seven WINPEPI  programs:  DESCRIBE (for use in descriptive epidemiology) COMPARE2  (for 
comparisons of two independent groups or samples),  PAIRSetc (for comparisons of matched observations). 
LOGISTIC and POISSON (for multiple logistic and Poisson regression),  WHATIS (various utilities, including a 
calculator), and ETCETERA (miscellaneous procedures). Each program has a number of modules (over 120 in all), 
and each module offers a number of statistical procedures. 

Open the WINPEPI Portal, which provides access to all the programs and their manuals, and to WINPEPI’s Finder, 
which is an alphabetical index (with over 700 entries) to the statistical procedures. The Portal also provides access  to a 
published overview of the programs and their teaching potential, and to the web-site offering the latest version of 
WINPEPI.  Among other options, it provides a magnifying glass, for the benefit of users with poor vision or small 
monitors. The Finder can also be accessed (in any WINPEPI program) by pressing F9 or clicking on “Winpepi”. It can 
be printed for easy reference. 

If you know what program and module is required, open the program by  clicking on it in the Portal. Otherwise, open 
the Finder and search for the procedure you require.  The Finder will tell you what module to use. 

THE ESSENTIAL REQUIREMENT IS THAT YOU SHOULD KNOW W HAT YOU WANT.   

If you open the Finder and search for “Multiple linear regression”,  for example, you will be directed to  ETCETERA  
J, i.e. to module J of ETCETERA . You would then open ETCETERA and click on J. 

You may be offered alternatives. For an equivalence test for proportions, for example, the FINDER will say 
“COMPARE2 A,  PAIRSetc A”, i.e., either module A of COMPARE2 or module A of PAIRSetc. If the observations 
are independent, COMPARE2 is appropriate; if they are paired, PAIRSetc is appropriate. 

You may have to open the programs to find what each module offers. For example, a search for “Diagnostic tests, 
accuracy of”, will direct you to  “DESCRIBE L1, L4, L5,  PAIRSetc D1, D2, D3”. When you open DESCRIBE, 
clicking on “L” will reveal that module L1 refers to “Yes/No” tests, and L4 and L5 to tests with a range of results. In 
PAIRSetc, modules D1, D2 and D3 (respectively) are appropriate for comparing normally-, log-normally-, or non-
normally-distributed results with a gold standard. 

 
It is unwise to use a statistical  procedure whose use one does not understand. This manual cannot supply this 
knowledge, and it is certainly no substitute for the basic understanding of statistics and epidemiological thinking 
that is essential for the wise choice of methods and the correct interpretation of their results. 
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D. Open the WINPEPI program and select a module  

Open the selected  program, via the Portal or by clicking on its icon or name  in Explorer. 

You will generally be presented with a menu, from which you should make a selection.  Some options may be offered 
in the horizontal menu at the top of the opening screen. 
 
A data-entry screen will then appear. You may be asked to make a further choice before entering the data, and various 
options may be offered  At each stage, simple instructions are provided (in yellow); pop-up hints may be shown. 
Additional help may be obtained by pressing F1 or clicking on “Help” in the top menu. For further information, the 
program’s manual can be accessed by clicking on “Manual” in the top menu. 
 
 
E.  Enter the data  
 
Two of the programs can read data files. But in most instances, data must be entered at the keyboard or pasted from a 
text file or spreadsheet. This usually requires prior counting and summarization, either manually or by using statistical 
software that processes primary data. 
 
Manual entry of data is usually easy. If entries are required in different boxes, pressing Enter or Tab after entering a 
number will generally take you to the next box; and pressing Escape will clear the entry. If several entries are required 
in the same box, press Enter or Space after each entry. 
 
Pasting data: If the data are available in a text file (e.g. a TXT file created by Notepad) or spreadsheet, they can be 
copied to the Windows clipboard [usually by pressing Ctrl-Insert or Ctrl-C], and then pasted into a data-entry box 
[usually by pressing Shift-Insert or Ctrl-V].  This can simplify data entry in boxes that require a number of entries (in 
rows or columns).  [Also, data can be copied from a data-entry box and pasted to a text file for future re-use; press Ctrl-
A to mark it for copying.]  The following instructions can be accessed by pressing F2 (in any WINPEPI program) or 
clicking on “Help – Pasting”. 
 

  Precautions: 
• The data must be pasted into the box as a single block, and not piecemeal. 
• There must be no missing values (e.g., empty cells in a spreadsheet). 
• The data must be in the format required in the box, with spaces between the numbers; exact alignment of the  

               columns is not necessary.  For example 45 66  1 
                                                                                 20   3  132 
                                                                                 53   11  44 

• If a defined number of rows is required, this number must be entered first, e.g. in the “Number of categories” 
box. 

• If a column of row numbers is shown on the left (1, 2, etc.), ensure that the”1” is visible before pasting. 
• The cursor must be in the top left corner of the box when the “paste” keys are pressed. 

 
 
F. Run the program 
 
 
G. Select the results you need 
 
Do not be confused by the multiplicity of results. You can scroll down until you find the results you need; and  ignore 
everything else. For example, if you want an odds ratio and its confidence intervals, you can ignore all other results. 
 
 
WINPEPI programs offer more options than most users will ever need, and will usually display more results 
than are needed. YOU CAN IGNORE THE OPTIONS AND RESULTS YOU DON'T REQUIRE . 
 
 
On the other hand, you may find some of the other results helpful. 
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Very often, the program will  provide alternative tests and measures of effect, often with confidence intervals estimated 
by alternative methods. If there is disagreement between the results, you may find appropriate advice in the manual, 
which describes the procedures and their uses and limitations, with literature references.. 
  
 
H. (Maybe) continue the analysis 
 
After getting the first results, it may be decided to continue the analysis. It may, for example, be decided to repeat the 
analysis (by clicking on “Repeat”) and make changes in the data or the options.  After performance of a logistic 
regression analysis, options are offered for the use of the logistic coefficients to compute a probability, risk ratio, etc. 
 
If stratified data are entered, clicking on “Next stratum” permits entry of another stratum, and clicking on “All strata”  
provides a combined analysis of all the strata. Similarly, a meta-analysis can be performed by entering a table for each 
study as a separate stratum, and then pressing “All strata”.  (This is not necessary if summary data are available for 
each study, so that a series of tables is not needed; module I of COMPARE2 might then be used.) 
 
 
I. Saving the results 

 
By default, all results (except graphs) are automatically saved in pepi.txt in the Winpepi folder, with a warning if it 
exceeds 500K. This file can be accessed via the Portal. The default procedure can be viewed or changed by clicking on 
“Saving” in the top menu; this also provides access to pepi.txt. Optionally, graphs can be saved as  BMP files. 
 
Results produced during the current session are also saved (temporarily) in pepi.tmp, which can be viewed by clicking 
on “View” in the top menu. 
 
The results of a single analysis can be saved (in a new file) by clicking on “Print or save” or “Print”. 
 
 
J. Adding comments  
 
Click on “Note” (in the top menu) to add a note to the previously-shown results,  for saving with the results in pepi.txt. 

  
 
K. Printing the results 
 
The results of an analysis can be printed by clicking on  “Print or save” or “Print”.  Graphs can be printed at low or 
high resolution. Also, selected results can be printed from pepi.txt. 
 
 
 
L. Pasting the results to a text file 
 
All results shown on the screen are automatically copied to the Windows clipboard, from which they can be pasted into 
a Microsoft Word or other text file (preferably for display in a Courier or similar font, to ensure proper alignment of 
tabulated results). Optionally, graphs can be copied to the clipboard, replacing the results. 
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Notes 
 
The programs are 32-bit applications, written with Delphi 5, and will run in any version of Microsoft Windows 
(including Windows 7), except Windows 3.  They can be run from a portable device such as a USB flash drive.) 
 
The manuals that accompany the programs  require a PDF reader, such as Adobe Acrobat or Foxit Reader. 
 
The programs and manuals refer to dichotomous variables as “Yes-No” variables, and to interval- or ratio-scale 
variables as  “numerical”.  
 
P-values derived from z and t functions are generally correct to five decimal places, those based on chi-square, to four 
decimal places, and those based on the F function to three decimal places. 
 
WINPEPI does not adhere strictly to the conventional definitions of “risk” (ratios with  count denominators. e.g. 
prevalence) and “rate ” (ratios with person-time denominators, e.g incidence density), except when the distinction is 
important.  Risks may be referred to as rates when this is unlikely to cause confusion. 
 
 

 
A DO-IT-YOURSELF THREESOME 

 
1.  PLANNING A STUDY : “Research Methods in  Community Medicine: Surveys, Epidemiological Research, 
Programme Evaluation, Clinical Trials” (J.H. Abramson and Z.H. Abramson), sixth edition, 2008. John Wiley & Sons. 
 
2.  ANALYSING THE FINDINGS : The WinPepi suite of computer programs for epidemiologists, with their 
manuals. Can be downloaded free from  www.brixtonhealth.co 
 
3.  INTERPRETING THE RESULTS : “Making Sense of Data: A Self-Instruction Manual on the Interpretation of 
Epidemiological Data” (J.H. Abramson and Z.H.Abramson), third edition, 2001. Oxford: Oxford University Press. 
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COMPARE2’S MODULES: a guide 
 
 
Modules A to E analyse tables (e.g. 2 x 2 tables) that compare the occurrence of a  Yes-No 
dependent variable (e.g. a disease or an outcome) . 
 

• Modules A, B, and C are appropriate if the denominators are numbers of individuals, but they are not appropriate for 
person-time denominators.  Module A can be used for any 2 x 2 table, module B is preferable in studies that focus on 
risks (e.g. cases per 1,000) rather than proportions,  and module C for comparisons of cases and controls.   

 
•  Module D is designed for studies using person-time denominators. 

 
• Module E is designed for studies using cluster samples. 

 

Modules F and G compare the occurrence of a dependent variable that has more than two 
categories, in two independent groups or sample. 
 

• Module F comprises module F1 (for nominal categories) and module F2 (for ordinal categories). 
 

• Module G is designed for case-control studies in  which the exposure variable has more than two categories. 
 
 Module H compares the occurrence of a numerical (i.e. interval-scale or ratio-scale) dependent  
variable, in two independent groups or samples. 
 
All the above modules can analyse stratified data. After entry of a table for each stratum, they can 
analyse the combined data as well as the data for each stratum. Meta-analyses can be performed by 
entering the table for each study as a separate stratum. 
 
Module I is designed for meta-analyses  in which summary data are already available for each 
study, so that it is not necessary to enter a series of tables. It can also compute a weighted mean of a 
set of simple proportions.  
 
Module M (accessed by clicking on “Misclass” in the top menu) appraises the possible effect of 
misclassification on a 2 x 2 table. 
 
Modules P1 to P4 (accessed by clicking on “Power” in the top menu) estimate the power of 
various tests. 
 
Modules S1 to S12 (accessed by clicking on “Sample size” in the top menu) estimate the sample 
sizes required for various tests. 
 
 
The options include: 
 
Equivalence tests for “Yes-No” variables (in Module A). 
Inclusion of missing data in analysis of a 2x2 table (in Module A). 
Attributable/prevented fractions (in Modules  B to E, and G). 
Partitioning of chi-square (in Module F). 
Comparison of survival times (in Module H) 
Drawing of a forest plot (in Module I). 
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A.  COMPARISON OF PROPORTIONS OR ODDS 

(analysis of 2 x 2 tables) 
 
This module can be used to analyse any simple 2 x 2 contingency table that shows the findings in 
two independent groups, or a  series of such tables representing the findings in different strata or in 
different studies.   The data may be derived from an observational study (cross-sectional or cohort) 
or from a trial.  The program can handle data collected by inverse sampling (see below). 
 
This module is not appropriate for person-time data (for which module D of this program should be 
chosen).  Module B is to be preferred in studies that focus on rates (e.g. cases per 1,000) rather than 
proportions, or if measures of impact (e.g. attributable fractions) are required, or the numbers that 
are needed to avoid or produce one case.  Module C is preferable for comparisons of cases and 
controls with respect to their exposure to a risk or protective factor. 
 
Data may be entered in a 2 x 2 table format, or as numerators (case frequencies) and denominators, 
or as proportions and denominators.  In a table showing the relationship between two variables, 
there is an option for entering the number of missing values (for one variable). 
 
For stratified data, enter the table for each stratum in turn, and then click on “All strata” to obtain 
the combined results,  which permit appraisal of the association while controlling for confounding 
effects of the stratifying variable or variables, and assessment of heterogeneity.   or a meta-analysis, 
enter the table for each study in turn  (as a separate stratum), and then click on “All strata” to 
compare and combine the results in separate studies.  
 
To compare the changes observed in two groups in a before-after study with independent “before”  
and “after”  observations, enter the before-after table for each group in turn, and then click on “All 
strata” for heterogeneity tests. 
 
 For each table entered, the program provides exact probabilities (Fisher's, mid-P and continuity-
corrected), chi-square tests of association,  an optional equivalence test,  and several measures of 
association, the ratio of proportions  (with confidence intervals by the log-transformation and Zou-
Donner methods), the difference between proportions  (with confidence intervals computed by a 
large-sample method and Wilson’s score method), the odds ratio (with Fisher's exact, mid-P exact, 
and Cornfield's confidence intervals); Yule's Q, phi, phi-squared, lambda, and Cohen’s w.  If the 
numbers of missing values for one variable are entered the difference between proportions (with 
respect to the other variable) is estimated by imputation. 
 
For a series of tables, the program computes exact probabilities (Fisher's and mid-P), a Mantel-
Haenszel test, an optional equivalence test, heterogeneity tests and measures,  estimators of the 
overall ratio of proportions,  difference between proportions, and odds ratio (with their 
confidence intervals), a trend test for the odds ratios, and (for use in meta-analysis) estimates of 
the fail-safe N and  two tests for a skewed funnel plot (suggesting publication bias) . 
 
For studies in which inverse sampling was used, the program provides a large-sample significance 
test and estimates the difference between proportions, the ratio of proportions, and the odds ratio. 
The program can be used to test for super-superiority. 
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Exact probabilities  
 
For each table, the program computes P-values based on exact tests, conditional on marginal totals.  
A number of results are provided, since there is no consensus as to the best method of computation 
(Armitage et al. 2002: 136-137).  If these results lead to  conflicting conclusions, inferences may 
require careful consideration. Ludbrook (2008) recommends use of a chi-square test rather than 
exact tests if the study is based on a random sample of a defined population (without predetermined 
column or row totals in the 2 x 2 table), since exact tests are then too conservative. 
 
One-tailed P-values are shown for each tail – first assuming that the direction of the findings is 
consistent with the study hypothesis, and then assuming that the findings point in the opposite 
direction.  Fisher's P, the one-tailed value usually used, is the conditional probability of the 
observed number of individuals, or of any more extreme number, in the relevant direction (i.e. of a 
larger number if the observed number exceeds chance expectation, or of a smaller number if the 
observed number is less than might be expected by chance).  Fisher's P has a conservative bias, 
which may be important when sample sizes are small.  The other one-tailed values shown reduce this 
bias – mid-P estimates (half the probability of the observed number, plus the probability of a more 
extreme number) and  continuity-corrected estimates (Overall 1990).  A mid-P value "does not 
guarantee that the Type I error rate falls below a fixed value.  However, it usually performs well and is 
less conservative than Fisher's exact test" (Agresti 1996: 43); its performance approximates that of an 
unconditional test (Lydersen et al, 2009), and its use is supported by many statisticians, including 
Armitage et al. (2002: 120), who recommend that both the Fisher P and the mid-P value should be 
given but with more emphasis on the latter. 
 
If the Fisher exact test “doesn't quite make it” – that is, if Fisher's one-tailed P-value  (based on the 
probability of the observed number or a more extreme number) lies above a critical level (0.05, 
0.01, 0.005, or 0.001), but the P-value based solely on more extreme findings falls below this 
significance level –the program applies Tocher's test, which is a more powerful modification of the 
Fisher exact test.  The test uses a random number to decide whether probabilities that are exactly 
equal to that of the observed constellation should be taken into account;.  If the test is repeated, it 
will use a different random number and may give a different result. 
 
Six two-tailed P-values based on exact tests are displayed:  (1).  Fisher's two-tailed P is the sum of 
the probabilities of all sets of possible findings (whether the number of exposed cases is smaller or 
larger than the observed number) that have specific probabilities that do not exceed the probability 
of the observed constellation.  This estimate has a conservative bias, and is very sensitive to small 
perturbations in the table (Dupont 1986). It has been referred to as a two-sided test carried out by 
Irwin’s rule (Cormack and Mantel 1991; Campbell 2007). Campbell (2007) , who recommends the 
routine use of Upton’s modified chi-square (“N – 1” chi-square) except in samples where the 
expected number (under the null hypothesis) in one or more cells is under 1, recommends use of 
Fisher’s two-tailed P in these exceptional cases. (2). Double the one-tailed Fisher's P for the 
observed direction (Dupont 1986, Mantel 1990), which is recommended by some statisticians, is a 
conservative estimate that is usually close to the value provided by Yates's correction to the chi-
square test; a significant result is strong evidence for a difference in the observed direction 
(Armitage et al. 2002: 136).  (3). The mid-P two-tailed value is the sum of probabilities (of specific 
configurations) that are smaller than the probability of the observed configuration, plus half of the 
probability or probabilities that coincide with the probability of the observed configuration (4). 
Double the mid-P one-tailed value; the use of this P value is suggested by Rothman (1986: 162). The 
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program also computes (5) the continuity-corrected two-tailed P and (6) double the continuity-
corrected one-tailed P.     
 
Lydersen et al. (2009) recommend more use of exact unconditional Fisher's tests rather than the 
exact conditional Fisher's tests provided by this module, but point out that the exact conditional 
mid-P test and (in large samples) Pearson's chi-square test (both provided by this module) give 
results very similar to exact unconditional tests.  They suggest that the traditional Fisher's exact test 
and Yates's correction to the chi-square test should practically never be used. 
 
For a series of tables (“all strata”), the program computes one-tailed Fisher and mid-P probabilities, 
and doubles them to obtain two-sided P values.  Many statisticians prefer the mid-P value when 
results from several studies are combined (Armitage et al. 2002: 137, Barnard 1989).) 
 
Chi-square tests of association 
 
For each table, a simple chi-square test of association is performed, supplemented by tests with 
Yates's, Upton's, and Haber’s corrections to overcome the slight anticonservative bias of the 
uncorrected value.   Yates's correction is criticized by many statisticians on the grounds that a test 
that uses it is too conservative, with an increased risk of a type II error (failure to reject the null 
hypothesis when, in fact, it is false).  The other (smaller) modifications may be preferred; Zar 
(1998: 494) calls Haber’s correction (as modified by Ghent) “excellent”.  If the tests lead to 
conflicting conclusions, inferences may require careful consideration.  On the basis of computer-
intensive tests, Campbell (2007) recommends the routine use of Upton’s adjusted chi-square (also 
called the “N-1” chi-square), unless the expected number (under the null hypothesis) in one or more 
cells is under 1, when he recommends use of Fisher’s two-tailed P carried out by Irwin’s rule. 
 
A likelihood-ratio chi-square test (G2 test) is also performed, with and withoutYates’s correction. 
 
Chi-square tests may be misleading if the expected frequencies (under the null hypothesis) are too 
small.  The program displays warnings if there are cells with expected frequencies of less than 5 
and less than 1.  Upton’s chi-square is appropriate if no expected value is below 1 (Campbell 
2007). 
 
Mantel-Haenszel test 
 
This overall  test of association controls for confounding effects of the stratifying variable or 
variables – e.g. of age and sex if the strata represent different age-sex groups. In a meta-analysis, it  
is an overall test, controlling for the differences between the studies. 
 
The test is performed with and without a continuity correction.  It is usually applied without a 
continuity correction. 
 
The Mantel-Haenszel test is valid even for sparse data, provided that overall numbers are sufficient.  
A message is displayed if the overall numbers are too small to warrant use of the test. 
 
Heterogeneity tests and measures  
 
For stratified data (i.e., a series of tables), the program provides heterogeneity tests  for the ratios of 
proportions, the differences between proportions, and the odds ratios in the different strata.  These 
tests should be interpreted with caution, since their power is low; if the result is significant at the 
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0.05 level, the hypothesis of homogeneity can be rejected; but “a high p-value ... does not show that 
the measure is uniform, it only means that heterogeneity ... was not detected by the test” (Rothman 
and Greenland 1998: 276); the larger the strata, the more valid the test. 
 
The program also provides two measures of heterogeneity, H and I-squared, with their approximate 
95% intervals, for the ratios of proportions, the differences between proportions, and the odds ratios   
An H value of less than 1.2 suggests absence of noteworthy  heterogeneity, whereas a value 
exceeding 1.5 suggests its presence, even if the heterogeneity test is not significant.  I-squared 
expresses the proportion of variation that can be attributed to heterogeneity (in a meta-analysis, to 
interstudy variation) rather than to sampling error. 
 
Estimates of the supposed common underlying value of the ratio of proportions, the difference 
between proportions, and the odds ratio (see below) are of questionable value if the findings in the 
various strata are very disparate.   If the results are not uniform, explorations of possible causes – 
e.g. associations with study design or quality or with the sizes or other characteristics of the 
samples – may be revealing 
 
The uniformity or heterogeneity of the measures in the different strata can be appraised not only by 
these tests and measures, but by plotting the values and their confidence intervals graphically, and 
comparing them. 
 
Equivalence tests 
 
Equivalence tests are offered, for use in appraising the similarity of two proportions. These tests 
may be indicated if no statistically significant difference between the proportions has been found, 
e.g. in "negative trials" comparing a new treatment with an established standard treatment, where 
there may be a reason to prefer the new treatment if it is at least as effective as the standard 
treatment.   
 
If equivalence tests are requested (by using the “Check here for equivalence tests” instruction) they 
will be done for the table entered and for subsequent strata. 
 
The bound of “equivalence” must be defined, by specifying the largest difference between 
proportions (e.g. 0.05) that is to be regarded as negligible.  
 
Two one-sided hypotheses are tested: these are the hypotheses that there is more than a specified  
"negligible" difference in a specific direction – i.e. (a) that the first proportion is (more than 
negligibly) larger than the second proportion, and (b) that the second proportion is (more than  
negligibly) larger than the first proportion. If both of these tests (of “non-inferiority”) yield 
significant results, both these hypotheses are rejected, and the results imply that both the one-sided 
differences are negligible – that is, the proportions are equivalent. If only one test is significant, this 
indicates that one proportion is at least as high as (i.e., "not inferior to") the other.   
 
A non-significant result means that equivalence is “not proven”. Non-significant results may be 
attributable to small sample size. If the two proportions differ by less than the defined “negligible” 
difference, and they are not significantly different (by the chi-square test with Yates’s correction), 
and the equivalence tests are not significant, the program reports the sample sizes needed to detect 
equivalence. 
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As an alternative way of testing for equivalence, use is also made of the 90%, 95%, and 99% 
confidence intervals for the difference between  proportions. If the confidence interval falls 
completely within the “negligible” range from –d (minus d) to d (where d is the defined negligible 
difference between proportions), this rejects the null hypothesis that there is no equivalence. If the 
confidence interval is (for example) the 95% CI, the two-tailed P is 0.05, corresponding to a P value of 
0.025 for the one-tailed tests. 
 
Ratio of proportions  
 
For each table, the program displays the ratio of the proportion in group A to the proportion in 
group B, with its standard error and 90%, 95% and 99% confidence intervals.  This ratio is likely to 
be of interest in epidemiological studies of causal associations.  The confidence intervals are 
estimated by the traditional (log-transformation) method and by the procedure described by Zou 
and Donner (2008). Confidence intervals are not computed if one of the proportions is zero. 
 
The program also displays Jewell's low-bias estimate of the ratio of proportions in the population, 
which draws attention to the tendency for the ratio in a sample, especially a small one, to 
misrepresent the true ratio in the population represented.  A disadvantage is that this estimator is 
affected by the direction of computation: the reciprocal of the A:B estimator is not the same as the 
B:A estimator. 
 
Difference between proportions 
 
For each table, the program displays the difference between the proportions (the proportion in 
group A minus the proportion in group B), with its standard error and 90%, 95% and 99% 
confidence intervals computed by three different methods.  
  
This difference is likely to be of interest in studies of the magnitude and economic aspects of public 
health problems.  The confidence intervals are estimated by Fleiss's procedure  (appropriate for 
large samples only), and by Wilson's score method,  without and with a continuity correction.  The 
latter methods are said to have advantages over the Fleiss intervals (Newcombe 1998). 
 
Odds ratio 
 
For each table, the program displays the odds ratio (the ratio of the odds in group A to the odds in 
group B, with its reciprocal), its 90%, 95% and 99% confidence intervals (Cornfield's intervals, and 
exact Fisher's and mid-P confidence intervals), and an adjusted estimate of the odds ratio (after 
adding 0.5 to each cell frequency). 
 
It also displays Jewell's low-bias estimate of the odds ratio in the population, which draws attention 
to the tendency for the odds ratio in a sample, especially a small one, to misrepresent the true odds 
ratio in the population represented.  A disadvantage is that (unlike the ordinary odds ratio) this 
estimator is affected by the direction of computation: the reciprocal of the A:B estimator is not the 
same as the B:A estimator (Walter and Cook 1991, Mantel 1992). 
 
The odds ratio is likely to be of interest in epidemiological studies of causal associations. 
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Overall ratio of proportions, difference between pr oportions, and odds ratio  
 
For a series of tables (“all strata”), the program computes three estimators of the overall ratio of 
proportions and of the overall difference between proportions  (precision-based, Mantel-Haenszel,  
and DerSimonian-Laird estimators, with 90%, 95%, and 99% confidence intervals), and four 
estimators of the overall odds ratio (conditional and unconditional maximum-likelihood estimators, 
a Mantel-Haenszel estimator, and a DerSimonian-Laird estimator, with 90%. 95%, and 99% exact 
Fisher’s, exact mid-P, Mantel-Haenszel, Cornfield-Gart, and Dersimonian-Laird intervals).  The 
unadjusted values (based on the pooled data, without taking the stratification into account) are also 
displayed, for comparison. 
 
The ratio of proportions and odds ratio are likely to be of interest in epidemiological studies of 
causal associations, and the difference between proportions is likely to be of interest in studies of 
the magnitude and economic aspects of public health problems.   
 
These estimates of the supposed common underlying values, and their confidence intervals, should 
be treated with caution if the findings in the various strata are very disparate. The heterogeneity 
tests have a low power, and are unreliable with small frequencies (Rothman 1986: 223). 
 
The estimators other than the DerSimonian-Laird estimator are based on a fixed-effect model, which 
assumes that the strata provide estimates of the same true effect.  The precision-based estimators 
are weighted means, using the reciprocal of the variance in each stratum as the weight for the 
stratum when the data are pooled, and are appropriate if the sample in each stratum is large; strata 
that have a zero proportion do not enter into the calculation, and an appropriate message is shown.  
The Mantel-Haenszel estimators are applicable even when there are sparse data in each stratum.   
 
The DerSimonian-Laird estimator is based on  a random-effects model, which assumes that the 
strata provide estimates of randomly differing effects.  The variation between strata is taken into 
account, resulting in wider confidence intervals and a more conservative significance test.  The 
random-effects model gives more weight to small studies, and may be inappropriate if sample sizes 
are very small.  Some investigators use it when unexplained heterogeneity is present (Fleiss and 
Gross 1991, Petitti 1994, Whitehead and Whitehead 1991).  “In essence,” say Rothman and 
Greenland (1198: 668), “a random-effects model exchanges a doubtful homogeneity assumption for 
a fictitious random distribution of effects .  The advantage ... is that the standard errors and 
confidence limits ... will more accurately reflect uncertainty about unaccounted-for sources of 
variation”.   The Dersimonian-Laird estimator is not displayed if this procedure does not increase 
the variance.  A chi-square test appraises whether the estimator differs from zero. 
 
Trend test 
 
The trend test examines the trend of the odds ratios in successive strata (in the sequence in which 
the strata were entered).  A low P value indicates a systematic increase or decrease. 
 
Yule's Q, phi and lambda 
    
Yule's Q (and its significance), phi and lambda (measures of association) are displayed for each 
table.   
 
Yule's Q (Zar 1998:404) ranges from 0 (no association) to 1 (complete positive dependence) or -1 
(complete negative dependence).  In a 2 x 2 table it is equivalent to the gamma coefficient. 
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Phi (Zar (1998: 403) ranges from -1 (complete inverse dependence) to +1 (complete positive 
dependence); 0 indicates no association.  It is not displayed if the expected frequency in one or 
more cells is <5.  In a 2 x 2 table phi is equivalent to Cramer's coefficient V, and phi-squared is the 
coefficient of determination. 
 
Goodman and Kruskal's lambda (Siegel and Castellan (1988: 298-303)  is a coefficient of 
forecasting efficiency that expresses the capacity of one variable to "predict" the other.  It is an 
assessment of the proportion of incorrect predictions concerning one variable that would be 
prevented if information about the other variable was available.  Two lambda statistics are 
computed; one refers to the prediction of the variable whose categories are “Yes” or “No” when it 
is known to which group (A or B) the individual belongs, and the other refers to a prediction in the 
reverse direction.  Lambda ranges from 0 (if the one variable is of no help in predicting the other) 
to 1 (if the one variable perfectly specifies the categories of the other). 
 
Unlike Yule's Q (and the odds ratio), phi and lambda vary with the relative sizes of the two groups 
that are compared, and should in general be used only if these groups together make up a defined 
population, or comprise a representative sample of a defined population.  The values of phi and 
lambda are then applicable to this specific population.  
 
Cohen's w 
 
Cohen's w is an effect-size index that expresses the strength of the association between the row and 
column variables. It is computed from chi-square. By Cohen's criteria, 0.5 or more indicates a large 
effect size, 0.3 or more (but less than 0.5) indicates a medium effect size, and 0.1 or more (but less 
than 0.3) indicates a small effect size (Cohen 1992). Cohen (1988) warns that these criteria should 
be used only when there is no better basis for evaluation.  An adjusted w, controlling for the size of 
the table, is also computed, as suggested by Sheskin (2007: 658). 
 
Fail-safe N 
 
Estimates of the fail-safe N are provided for use in meta-analyses, as rough guides to the possible 
importance of the "file drawer problem", i.e. the exclusion of studies that were not  published or 
were not found for other reasons.   
 
The program computes the numbers of new "null" studies (those with an odds ratio or risk ratio of 
1) that will suffice to bring the overall odds or risk ratio to a negligible level (0.8, 0.9, 1.1 or 1.2).  
No account is taken of P-values or the size of the null studies.   
 
Fail-safe N estimates based on the P-values in the various studies are provided by module I of this 
program.   
 
Tests for a skewed funnel plot 
 
Two tests for a skewed funnel plot are performed, for use in meta-analysis.  The tests, which 
examine the association between the sizes of the effects in the component studies and their 
precision,  are the regression asymmetry test and the adjusted rank correlation test.  
  
In each test, a low P value suggests possible publication bias, although the "small-study effect" 
(Sterne et al. 2000) that it indicates may have some other cause, such as the use of higher-risk 
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subjects in smaller studies, resulting in an association between sample size and the effect under 
consideration.   
 
Both tests have a low power if they are based on few component studies.  The regression 
asymmetry test is generally more powerful (Egger et al. 1997; Sterne et al. 2000). A critical P level 
of at least 0.1 should be used for both tests. 
 
Missing values 
 
An option is provided for entry of the numbers of missing values of one variable.  This may be 
appropriate in a 2x2 table that shows the relationship between two variables (A and B), the 
numbers of missing values of variable B being entered.  Imputation (i.e., estimation of  what would 
have been observed had the values not been missing) is then used, in order to estimate the 
proportions of "A yes" when B is "yes" or "no", and the difference between these proportions.  This 
procedure is not appropriate for a comparison of preselected groups, where the categories of 
variable A  are (for example) “cases” and “controls”. 
 
The procedure assumes that the probability of being missing (“missingness”) of information on B is 
dependent only on the value of A, and the results may be misleading if it also depends on the true 
value of B.  There is no need for the procedure if “missingness” is completely random, since the 
observed data can then be expected to provide unbiased results. 
 
The program compares the proportions of missing values when A is “Yes” or “No”, in order to 
confirm that these proportions are significantly different.  It then compares the proportions of 
“A yes” when B is "yes" or "no" (using imputation), and (using the observed data only) the 
proportions of “B yes” when A is "yes" or "no", and the odds ratio.  A 95% confidence interval is 
computed in each instance 
 
Inverse sampling 
 
Inverse sampling refers to the addition of subjects to each group (A and B) until the group contains 
a prespecified number of cases (i.e., subjects with “Yes” findings).  This method of sampling may 
be chosen because cases are rare.  Since the addition of subjects to a group stops as soon as the 
required number of cases has been found, this method is appropriate only if subjects are accrued 
sequentially, and their exposure status can be determined rapidly.  The program provides a large-
sample significance test, the difference between proportions, the ratio of proportions, and the odds 
ratio.  In some instances, zero frequencies prevent computation of the large-sample test and the 
standard error of the difference.  The computations are omitted if either denominator is less than 3. 
 
Super-superiority 
 
For a test of "super-superiority", i.e. to see whether proportion A is larger by more than a given 
amount (for example, in a comparison of clinical treatments, larger by at least a pre-defined 
"clinically  important" amount) than proportion B, proportion B should be inflated by this amount 
before entry. A one-tailed test should then be used. 
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METHODS 
 
Exact probabilities (single table) 
 
The exact tests are based on the conditional probabilities, under the null hypothesis (given the marginal frequencies), of 
each possible number in a specific cell.  Basic formulae are provided by Zar (1998: 545-555) and (for mid-P) by 
Rothman and Boice (1982: 25); or see Gahlinger and Abramson (1995: 36-37).  In the computation, Stirling's 
approximation is used in computing the logarithms of factorials for large numbers (Rothman and Boice 1982: 26).  
Siegel and Castellan (1988).  Code provided by A. Ray Simons (from his STAT22) formed the basis of the procedure 
employed here. The two-sided mid-P value is Fisher’s mid-P value minus half the probability of the observed 
configuration or (if there is another possible configuration with the same probability as the observed configuration) 
minus the probability of the observed configuration.  The exact tests are not performed if the numbers are large (the 
program cannot compute factorials for numbers above 1754). 
 
Overall’s continuity-corrected P is described by Overall (1990). 
 
For Tocher’s test (Tocher 1950, Siegel 1956: 101), a random proportion R between 0 and 1 is selected, and if this falls 
below a critical level the null hypothesis is rejected. The critical level for any given alpha (0.05, 0.01, etc.) is 

(alpha - XP) / OP    
where  OP = the conditional probability of the observed number of exposed cases     

XP = the sum of the conditional probabilities for all more extreme numbers of exposed cases      
The random proportion R is computed by the inbuilt Turbo Pascal procedures, augmented by an additional randomizing 
shuffle using the algorithm of Bays and Durham (Press et al. 1989: 215-217), followed by the use of the formula  

frac(9821R + 0.211327).   
 
Exact probabilities (set of tables) 
 
The computation of exact probabilities for stratified data is sped up by the employment of an efficient algorithm for 
calculating the coefficients of the conditional distribution (Martin and Austin 1991, 1996), using code from David O. 
Martin's public-domain EXACTBB program. 
 
Pearson’s chi-square test of association 
 
The usual formulae are used for Pearson’s chi-square test without and with Yates’s correction (Zar 1998:483-494: 
formula 23.6 and 23.7 respectively).  Formula 23.10 is used for the log-likelihood chi-square test; when there is a zero 
frequency he zero is changed  to 0.0000001; an appropriate message is displayed. 
 
Upton's chi-square (Upton 1982; D'Agostino 1990) is the Pearson chi-square multiplied by  (N - 1) / N 
where  N = sample size.    
 
Haber's corrected chi-square (Haber 1980), as modified by Ghent, is described by  Zar (1998: 494). 
 
Mantel-Haenszel test 
 
The formula for the Mantel-Haenszel chi-square is provided by (inter alios) Rothman (1986: formula 12: 58).  
 
The criterion used to determine whether the sample sizes are sufficient to warrant use of this test is that the sum of the 
expected frequencies in each cell of the 2 x 2 table must be not less than 5 (Fleiss 1981: 175).                 
 
Heterogeneity tests and measures  
 
The heterogeneity chi-square tests use formulae 12-60 of Rothman (1986) for ratios of proportions, Rothman’s formula  
12-59 for differences between proportions, and formula 10.35 of Fleiss (1981) for odds ratios. 
The measures of heterogeneity,  H and I-squared, are described by Higgins and Thompson (2002).  H is computed by 
Higgins and Thompson's formula 6, and increased to 1, indicating absence of heterogeneity,  if it less than 1.  A test- 
based interval is computed by Method III.  I-squared and its 95% interval are computed from H, by formula 10. 
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Equivalence tests 
 
The Westlake-Schuirmann test of equivalence is performed, with a continuity correction. This involves two one-tailed 
tests. The method is described  in detail by Sheskin (2007: 691-696). It replaces the method used in earlier versions 
(before ver. 2.29) of COMPARE2.  
 
The sample sizes required to detect equivalence are computed by Sheskin’s formula 16.51, with the continuity 
correction described on the same page (p. 697) and the adjustment for 1-tailed tests (p. 698). Power is set at 70%. 80%, 
and 90%.  Alpha is set at 0.05. 
 
The use of the confidence intervals for the difference is explained by Sheskin (pp. 693-94). Fleiss’s large-sample 
interval (with continuity correction) is used for this purpose (Fleiss 1981: formula 2.14). 
 
Yule's Q, phi and lambda 
 
Yule's Q can be calculated from the odds ratio OR:   Q = (OR - 1) / (OR + 1). If Q is not 1 or –1, its significance is 
tested by formula 16.24 of Sheskin (2007). 
 
Phi is computed by formula 19.61 in Zar (1998), and lambda by formulae 9.37 and 9.39 of Siegel and Castellan (1988). 
 
Cohen's w 
 

Cohen's w is computed by the formula  w = √ (chi-square / N)   (Volker 2006: formula 17) 
where N = sample size.  
The adjusted w controls for the size of the table, using the method described by  Sheskin  (2007: 658) 
 
Ratio of proportions  
 
Standard errors and log-transformation-based confidence intervals for the ratio of  proportions are computed by formula 12-9 
of Rothman (1986); this is formula  4.1 of Lui (2004: 66).   Confidence intervals are also estimated by the method described 
by Zou and Donner (2008), based on the Wilson confidence intervals for the two proportions..   
 
Jewell's low-bias estimator of the ratio of proportion A to proportion B  (Jewell 1986) is 
 proportion A /  |(b + 1) / (B + 1)| 
where b and B are the numerator and denominator of proportion B. 
 
Difference between proportions 
 
Three sets of confidence intervals are computed for differences between proportions: continuity-corrected intervals calculated 
by Fleiss's procedure (Fleiss (1981: formula 2.14), which is appropriate for large samples only, and two sets using Wilson's 
score method (Wilson 1927), one without and one with a continuity correction.  The latter two methods are described by 
Newcombe (1998) as methods 10 and 11.  Formulae provided by Newcombe and Altman (2000: 49-50) are used for method 
10, which is the same as the method described by Zou and Donner (2008) in their formulae 1 and 2. For method 11, the 
program computes the upper and lower confidence limits of the two proportions by formulae 1.26 and 1.27 of Fleiss (1981: 
14), and substitutes them for l1, l2, u1 and u2 in Newcombe's formulae for L and U.   
 
Odds ratio 
 
The computation of exact confidence intervals for the odds ratios uses the network algorithm of Mehta et al. (1985).  It is 
based (with permission) on Turbo Pascal code written by Eduardo Franco and Nelson Campos Filho, and used by A. Ray 
Simons in his EPIDORCS program.  There may occasionally be inconsistency between the test results and the C.I.s (e.g., the 
95% C.I.  for the odds ratio may straddle 1 when the exact two-tailed P is < 0.05) because of differences in inferences from 
asymmetric sampling distributions, even though the test and the C.I. are derived from the same model (Eddings 2009).   
 
Cornfield's approximation to confidence intervals for the odds ratio is computed by an iterative procedure described by Fleiss 
(1979) and by Fleiss et al. (2003,pp 116-118).  Since the Cornfield estimates are conditional on the marginal totals, the lower 
confidence limit may exceed zero even when the observed odds ratio is zero.  In such instances the lower limit is displayed as 
zero, and in the reverse situation the upper limit is displayed as infinity.  The accuracy of the estimates is checked by the 
Mantel-Fleiss test (formulae 15.18 and 15.19 in Kleinbaum et al. 1982). 
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Jewell's low-bias estimator of the odds ratio is described by Jewell (1986).    The standard error of the log odds ratio is 
computed by formula 5.33 of Fleiss (1981: 67).   
 
Overall ratio of proportions, difference between pr oportions, and odds ratio 
 
For the overall ratio of proportions, the precision-based estimator and its confidence intervals are based on formulae 
12-10, 12-11 and 12-46 of Rothman (1986).  The Mantel-Haenszel estimator is computed by formula 12-27 of 
Rothman (1986), and its standard error and confidence are based on formulae provided by Greenland and Robins 
(1985).  In the DerSimonian-Laird procedure (DerSimonian and Laird 1986) the log of the ratio of proportions for each 
stratum, and its standard error, are computed after changing any zero proportion to 0.0001  
The Q statistic, which plays a central role in the calculation, is based on the data for separate strata and the Mantel-
Haenszel estimator.  If Q + 1 is less than the number of strata, the random-effects approach does not change the results. 
 
For the overall difference between proportions, the  precision-based estimator and its confidence intervals are  based on 
formulae 12-8 and 12-51 of Rothman (1986).  The Mantel-Haenszel estimator is based on formulae provided by Greenland 
and Robins (1985), and the standard error is computed by the method described by Sato (1989).    The  DerSimonian-Laird 
procedure is described by DerSimonian and Laird 1986.  The Q statistic, which plays a central role in the calculation, is 
based on the data for separate strata and the Mantel-Haenszel estimator.  If Q + 1 is less than the number of strata the 
random-effects and fixed-effect models yield identical results. 
 
For the overall odds ratio, the computation of exact confidence intervals is sped up by the employment of an efficient 
algorithm for calculating the coefficients of the conditional distribution (Martin and Austin 1991, 1996), using code from 
David O. Martin's public-domain EXACTBB program. The maximum-likelihood estimates are described by Rothman (1986: 
194-195) and Rothman and Boice (1982:5-6).  The Mantel-Haenszel estimator of the common odds ratiois estimated by 
formula 10.47 of Fleiss (1981), and the estimation of its confidence intervals is described by Robins, Breslow and Greenland 
(1986) and by Rothman (1986: 219-220).     The Cornfield-Gart procedure for confidence intervals is described by Fleiss 
(1979); its computation incorporates a continuity correction (Fleiss 1979: 171-172).  The DerSimonian-Laird procedure 
described by Fleiss and Gross (1991) is used.  For this purpose the log odds ratio for each stratum, and its standard error 
, are computed after adding 0.5 to each cell in the 2 x 2 table (Fleiss 1981: 165-166).  The Q statistic, which plays a central 
role in the calculation, is based on these results and, as suggested by Petitti (1994: 111-113), on the Mantel-Haenszel estimate 
of the common odds ratio.  Chi-square is  

(DL / SE)² 
where  DL is the DerSimonian-Laird estimator and  

SE is its standard error.   
If Q + 1 is less than the number of strata, the random-effects and fixed-effect models yield identical results. 
 
Trend test  
The trend test is based on a comparison, in each stratum, between the observed findings and the findings predicted by the 
maximum likelihood estimate of the common odds ratio. The method described by Breslow and Day (1980) is used (formula 
4.31 and pp. 142-146). The successive strata are given scores of 1, 2, 3, etc. 
 
Fail-safe N 
 
The fail-safe N is computed by the following formula, which is derived from Orwin's effect-size formula (Orwin 1983; 
Hedges and Olkin 1985, formula 9, p. 306; or Iyengar and Greenhouse 1988, formula 5): 

Fail-safe N = k[abs(R) - abs(C)] / abs{C} 
where k = No. of studies included in the analysis 
       R = log of the overall odds ratio or risk ratio  

C = log of the chosen "negligible value" [0.8, 0.9, 1.1 or 1.2). 
 
Tests for a skewed funnel plot 
 
The regression asymmetry test (Egger et al. 1997) uses linear regression.  It regresses the standard normal deviate (SND), 
defined as the effect measure divided by its standard error) against precision (the inverse of the standard error of the effect 
measure). In both this test and the adjusted rank correlation test, the measure of effect is the log of the odds ratio; the adjusted 
odds ratio (0.5 added to each cell) is used if the odds ratio is zero or infinity.  The regression equation is 

SND = intercept + b x precision. 
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In the absence of bias, an intercept of zero is expected.  The program reports the intercept and its 90% confidence interval, 
and tests its difference from zero; two-tailed P is displayed.  The usual formulae for least-squares linear regression are used 
(e.g. Woolson and Clarke 2002: 309-311; Zar 1998: formula 17.21). 
 
The adjusted rank correlation test (Begg and Mazumdar 1994) uses Kendall's rank correlation  (Siegel and Castellan 1988: 
245-54) to appraise the association between the sizes of the effects in the component studies (after first standardizing these 
effect measures) and their standard errors.  In the absence of bias, a  tau of zero is expected.  Allowance is made for ties in the 
computation.  If there are 30 or fewer component studies, tables of critical levels for one-tailed P = 0.05, 0.025, 0.01, and 
0.005 (Siegel and Castellan 1988: Tables RI and RII) are used.  If two-tailed P exceeds 0.01 according to these tables, and for  
larger samples, a Z test (making allowance for ties) is used (Armitage et al.. 2002: 290).  The two-tailed P value is displayed. 
 
Inverse sampling 
 
The large-sample significance test for the difference between the two groups uses the formula (Lui, personal 
communication) 

z = [abs(U) - 0.5 * (1 / DenA + 1 / DenB)] / √V 
where  U = the uniformly minimum variance unbiased estimate of the difference between proportions (Lui 2004: 32) 

    = (xA - 1) / (DenA - 1) - (xB - 1) / (DenB - 1) 
V (variance) = p(1 - p) [(1 / (DenA - 2) + (1 / (DenB- 2)]  
p = (xA + xB - 1) / (DenA + DenB - 1) 
xA and xB = numbers of exposed subjects in samples A and B respectively 
DenA and DenB = the numbers in samples A and B respectively. 
 

For the difference between proportions, the program displays a standard error based on the pooled proportions (i.e., the 
square root of V), an unbiased estimate of the difference (U), and confidence intervals estimated by formula 2.37 of Lui 
(2004: 32) or (if there is a zero numerator) by formula 2.35 of Lui (2004: 31). 
 
For the ratio of proportions, the program displays an unbiased estimate of the ratio (Lui 2004: 76, formula 4.25), and 
two sets of confidence intervals, computed by formulae 4.27 and 4.28 of Lui (2004: 77).  The second set is an 
approximate one suggested by Bennett (1981), and (as stated in the output) it may be preferable if the numbers or 
proportions of cases are small (Lui 2004: 77).  If there is a zero numerator, 0.5 is first added to each numerator. 

 
Confidence intervals for the odds ratio are estimated by formula 5.52 of Lui (2004: 109).  If there is a zero frequency, 
0.5 is first added in each cell. 
 
Missing values 
 
The method of imputation used for estimating the proportions of “A yes” when B is “yes” or “no” is described by 
Fleiss et al. (2003:  498-499: formula 16.4).  A 95% confidence interval for the difference between these proportions is  
estimated by formula 3.14 from the variance, which is computed by formula 16.6. 
 
Confidence intervals for the difference between proportions of “A yes” and “B yes” (ignoring the missing values) are 
computed by Wilson’s score method (method 10 of Newcombe), as described by Newcombe and Altman (2000: 49).  
Confidence intervals for the odds ratio are computed by the method described by Morris and Gardner (2000: 59), after 
adding 0.5 to all cell frequencies if any cell frequency is zero. 
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B.  COMPARISON OF RATES 
THAT HAVE NUMBER-OF-INDIVIDUALS DENOMINATORS  

 
This module is appropriate for comparisons of rates that have number-of-individuals denominators 
(e.g. measures of prevalence, cumulative incidence, and risk), derived from observational studies 
(cross-sectional or cohort) or trials.  The program can handle data collected by inverse sampling. 
 
It is not appropriate for rates with person-time denominators (for which module D of this program 
should be chosen).  It is similar to module A, but provides extra results (attributable, prevented and 
preventable fractions, and the numbers needed to avoid or produce one case), and does not provide 
the equivalence tests that module A offers. 
 
The findings in two groups can be compared, or a series of comparisons can be made in different 
strata or in different studies. For each comparison, data may be entered in a 2 x 2 table format, or as 
numerators (case frequencies) and denominators, or as rates and denominators. 
 
For stratified data, enter the data for each stratum in turn, and then click on “All strata” to obtain the 
combined results,  which permit appraisal of the association while controlling for confounding 
effects of the stratifying variable or variables, and assessment of heterogeneity.   
 
For a meta-analysis, enter the data for each study in turn  (as a separate stratum), and then click on 
“All strata” to compare and combine the results in separate studies. 
 
To compare the changes observed in two groups in a before-after study with independent "before" 
and "after" observations, enter the before-after data for each group in turn, and then click on “All 
strata” for heterogeneity tests. 
 
For each separate comparison, the program  provides exact probabilities (Fisher's, mid-P and 
continuity-corrected), Pearson and likelihood-ratio chi-square tests of association, the ratio of 
the rates (with confidence intervals estimated by the log-transformation and Zou-Donner methods), 
the difference between the rates (with confidence intervals computed by a large-sample method 
and Wilson’s score method), the odds ratio (with Fisher's exact, mid-P exact, and Cornfield's 
confidence intervals), Yule's Q, phi, lambda, Cohen’s w, measures of the impact of exposure 
(attributable, prevented and preventable fractions), and the number needed to avoid or produce 
one case. 
 
For a series of comparisons, the program computes exact probabilities (Fisher's and mid-P). a 
Mantel-Haenszel test, heterogeneity tests and measures,  estimators of the overall ratio of rates, 
difference between rates. and odds ratio (with their confidence intervals), measures of the 
impact of exposure (attributable, prevented and preventable fractions), a trend test for the number 
needed to avoid or produce one case, and (for use in meta-analysis) estimates of the fail-safe N 
and two tests for a skewed funnel plot (suggesting publication bias). 
 
For studies in which inverse sampling was used, the program provides a large-sample significance 
test and estimates the difference between rates or proportions, the ratio of rates or proportions, and 
the odds ratio. 
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Exact probabilities  (See page 7 for fuller details.) 
 
The program computes one-tailed and two-tailed P-values based on exact tests.  A number of results 
are provided, since there is no consensus as to the best methods of computation.  If these results lead 
to  conflicting conclusions, inferences may require careful consideration. 
 
Chi-square tests of association 
 
For each table, a simple chi-square test of association is performed, supplemented by tests with 
Yates's, Upton's, and Haber’s corrections to overcome the slight anticonservative bias of the 
uncorrected value.   Yates's correction is criticized by many statisticians on the grounds that a test 
that uses it is too conservative, with an increased risk of a type II error (failure to reject the null 
hypothesis when, in fact, it is false).  The other (smaller) modifications may be preferred; Zar (1998: 
494) calls Haber’s correction (as modified by Ghent) “excellent”.  If the tests lead to conflicting 
conclusions, inferences may require careful consideration.  On the basis of computer-intensive tests, 
Campbell (2007) recommends the routine use of Upton’s adjusted chi-square (also called the “N-1” 
chi-square), unless the expected number (under the null hypothesis) in one or more cells is under 1, 
when he recommends use of Fisher’s two-tailed P carried out by Irwin’s rule. 
 
A likelihood-ratio chi-square test (G2 test) is also performed, with Yates’s correction. 
 
Chi-square tests may be misleading if the expected frequencies (under the null hypothesis) are too 
small.  The program displays warnings if there are cells with expected frequencies of less than 5 and 
less than 1.  Upton’s chi-square is appropriate if there is no expected value below 1 (Campbell 
2007). 
 
Mantel-Haenszel test 
 
This overall  test of association controls for confounding effects of the stratifying variable or 
variables – e.g. of age and sex if the strata represent different age-sex groups. In a meta-analysis, it  
is an overall test, controlling for the differences between the studies. 
 
The test is performed with and without a continuity correction.  It is usually applied without a 
continuity correction. 
 
The Mantel-Haenszel test is valid even for sparse data, provided that overall numbers are sufficient.  
A message is displayed if the overall numbers are too small to warrant use of the test. 
 
Heterogeneity tests and measures  
 
For stratified data (i.e., a series of tables), the program provides heterogeneity tests for the ratios of 
rates, the differences between rates, and the odds ratios in the different strata.  These tests should be 
interpreted with caution, since their power is low;  if the result is significant at the 0.05 level, the 
hypothesis of homogeneity can be rejected; but “a high p-value ... does not show that the measure is 
uniform, it only means that heterogeneity ... was not detected by the test” (Rothman and Greenland 
1998: 276); the larger the strata, the more valid the test. 
 
The program also provides two measures of heterogeneity, H and I-squared, with their approximate 
95% intervals, for the ratios of rates, the differences between rates, and the odds ratios   An H value 
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of less than 1.2 suggests absence of noteworthy  heterogeneity, whereas a value exceeding 1.5 
suggests its presence, even if the heterogeneity test is not significant.  I-squared expresses the 
proportion of variation that can be attributed to heterogeneity (in a meta-analysis, to interstudy 
variation) rather than to sampling error. 
 
Estimates of the supposed common underlying value of the ratio of rates, the difference between 
rates, and the odds ratio (see below) are of questionable value if the findings in the various strata are 
very disparate.   If the results are not uniform, explorations of possible causes – e.g. associations 
with study design or quality or with the sizes or other characteristics of the samples – may be 
revealing 
 
The uniformity or heterogeneity of the measures in the different strata can be appraised not only by 
these tests and measures, but by plotting the values and their confidence intervals graphically, and 
comparing them. 
 
Ratio of rates  
 
For each table, the program displays the ratio of the rate in group A to the rate in group B, with its 
standard error and 90%, 95% and 99% confidence intervals.  This ratio is likely to be of interest in 
epidemiological studies of causal associations.  The confidence intervals are estimated by the 
traditional (log-transformation) method and by the procedure described by Zou and Donner (2008). 
Confidence intervals are not computed if one of the rates is zero. 
 
It also displays Jewell's low-bias estimate of the ratio of rates in the population, which draws 
attention to the tendency for the ratio in a sample, especially a small one, to misrepresent the true 
ratio in the population represented.  A disadvantage is that this estimator is affected by the direction 
of computation: the reciprocal of the A:B estimator is not the same as the B:A estimator. 
 
Difference between rates 
 
For each table, the program displays the difference between the rates (the rate in group A minus the 
rate in group B), with its standard error and 90%, 95% and 99% confidence intervals computed  by 
three different methods.  
  
This difference is likely to be of interest in studies of the magnitude and economic aspects of public 
health problems.  The confidence intervals are estimated by Fleiss's procedure  (appropriate for large 
samples only), and by Wilson's score method,  without and with a continuity correction.  The latter 
methods are said to have advantages over the Fleiss intervals (Newcombe 1998). 
 
Odds ratio 
 
For each table, the program displays the odds ratio (the ratio of the odds in group A to the odds in 
group B, with its reciprocal), its 90%, 95% and 99% confidence intervals (Cornfield's intervals, and 
exact Fisher's and mid-P confidence intervals), and an adjusted estimate of the odds ratio (after 
adding 0.5 to each cell frequency). 
 
It also displays Jewell's low-bias estimate of the odds ratio in the population, which draws attention 
to the tendency for the odds ratio in a sample, especially a small one, to misrepresent the true odds 
ratio in the population represented.  A disadvantage is that (unlike the ordinary odds ratio) this 
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estimator is affected by the direction of computation: the reciprocal of the A:B estimator is not the 
same as the B:A estimator (Walter and Cook 1991, Mantel 1992). 
 
The odds ratio is likely to be of interest in epidemiological studies of causal associations. 
 
Overall ratio of rates, difference between rates, a nd odds ratio  
 
For a series of tables (“all strata”), the program computes three estimators of the overall ratio of 
rates and of the overall difference between rates (precision-based, Mantel-Haenszel,  and 
DerSimonian-Laird estimators, with 90%, 95%, and 99% confidence intervals), and four estimators 
of the overall odds ratio (conditional and unconditional maximum-likelihood estimators, a Mantel-
Haenszel estimator, and a DerSimonian-Laird estimator, with 90%. 95%, and 99% exact Fisher’s, 
exact mid-P, Mantel-Haenszel, Cornfield-Gart, and Dersimonian-Laird confidence intervals).  The 
unadjusted values (based on the pooled data, without taking the stratification into account) are also 
displayed, for comparison. 
 
The ratio of rates and odds ratio are likely to be of interest in epidemiological studies of causal 
associations, and the difference between rates is likely to be of interest in studies of the magnitude 
and economic aspects of public health problems.   
 
These estimates of the supposed common underlying values, and their confidence intervals, should 
be treated with caution if the findings in the various strata are very disparate. The heterogeneity tests 
have a low power, and are unreliable with small frequencies (Rothman 1986: 223). 
 
The estimators other than the DerSimonian-Laird estimator are based on a fixed-effect model, which 
assumes that the strata provide estimates of the same true effect.  The precision-based estimators are 
weighted means, using the reciprocal of the variance in each stratum as the weight for the stratum 
when the data are pooled, and are appropriate if the sample in each stratum is large; strata in which 
one of the proportions is zero do not enter into the calculation, and an appropriate message is 
displayed. The Mantel-Haenszel estimators are applicable even when there are sparse data in each 
stratum.   
 
The DerSimonian-Laird estimator is based on  a random-effects model, which assumes that the strata 
provide estimates of randomly differing effects.  The variation between strata is taken into account, 
resulting in wider confidence intervals and a more conservative significance test.  The random-
effects model gives more weight to small studies, and may be inappropriate if sample sizes are very 
small.  Some investigators use it when unexplained heterogeneity is present (Fleiss and Gross 1991, 
Petitti 1994, Whitehead and Whitehead 1991).  “In essence,” say Rothman and Greenland (1198: 
668), “a random-effects model exchanges a doubtful homogeneity assumption for a fictitious 
random distribution of effects .  The advantage ... is that the standard errors and confidence limits ... 
will more accurately reflect uncertainty about unaccounted-for sources of variation”.   The 
Dersimonian-Laird estimator is not displayed if this procedure does not increase the variance of the 
ratio of proportions.  A chi-square test appraises whether the estimator differs from zero. 
 
Trend test 
 
The trend test examines the trend of the ratios in successive strata (in the sequence in which the 
strata were entered).  A low P value indicates a systematic increase or decrease. 
 
Yule's Q, phi and lambda 
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Yule's Q (and its significance), phi and lambda (measures of association) are displayed for each 
table.   
 
Yule's Q (Zar 1998: 404 ranges from 0 (no association) to 1 (complete positive dependence) or -1 
(complete negative dependence).  In a 2 x 2 table it is equivalent to the gamma coefficient. 
 
Phi (Zar 1998: 403) ranges from -1 (complete inverse dependence) to +1 (complete positive 
dependence); 0 indicates no association.  It is not displayed if the expected frequency in one or more 
cells is <5.  In a 2 x 2 table phi is equivalent to Cramer's coefficient V, and phi-squared is the 
coefficient of determination. 
 
Goodman and Kruskal's lambda (Siegel and Castellan (1988: 298-303)  is a coefficient of 
forecasting efficiency that expresses the capacity of one variable to "predict" the other.  It is an 
assessment of the proportion of incorrect predictions concerning one variable that would be 
prevented if information about the other variable was available.  Two lambda statistics are 
computed; one refers to the prediction of the variable whose categories are “Yes” or “No” when it is 
known to which group (A or B) the individual belongs, and the other refers to a prediction in the 
reverse direction.  Lambda ranges between 0 (if the one variable is of no help in predicting the other) 
to 1 (if the one variable perfectly specifies the categories of the other). 
 
Unlike Yule's Q, (and the odds ratio), phi and lambda vary with the relative sizes of the two groups 
that are compared, and should in general be used only if these groups together make up a defined 
population, or comprise a representative sample of a defined population.  The values of phi and 
lambda are then applicable to this specific population.   
 
Cohen's w 
 
Cohen's w is an effect-size index that expresses the strength of the association between the row and 
column variables. It is computed from chi-square. By Cohen's criteria, 0.5 or more indicates a large 
effect size, 0.3 or more (but less than 0.5) indicates a medium effect size, and 0.1 or more (but less 
than 0.3) indicates a small effect size (Cohen 1992). Cohen (1988) warns that these criteria should be 
used only when there is no better basis for evaluation. An adjusted w, controlling for the size of the 
table, is also computed, as suggested by Sheskin (2007: 658). 
 
Measures of the impact of exposure 
 
Measures of the impact of exposure (attributable, prevented, and preventable fractions) are 
computed, on the assumption that one group or sample (A) is exposed to a risk or protective factor, 
and the other (B) is not.  For a risk factor, the program computes the attributable fractions in the 
exposed and in the population.  For a  protective factor, it computes the prevented fractions in the 
exposed and in the population, and the preventable fraction in the population.  The attributable 
fraction is the proportion of the rate that can (under certain assumptions) be attributed to exposure to 
the factor, and the prevented fraction is the proportion of the hypothetical rate (in the absence of 
exposure) that has been prevented by exposure. 
 
By default, the computation of the impact in the population assumes that the two groups are together 
representative of the population.  Optionally (if this assumption is incorrect), the proportion of the 
population exposed to the risk or protective factor can be entered at the keyboard, as a percentage.  
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This value is then used in the analysis, except in the overall analyses of stratified data, when the 
combined groups (in all strata) are assumed to represent the population.   
 
The method used for stratified data is appropriate for sparse data as well as for samples with large 
numbers.  The assumption is made that the risk ratio is uniform across the strata.   
 
Measures of impact should be interpreted with caution (see Rockhill et al. 1998).  They assume that 
exposure has a causal effect, and that confounding and other biases are absent.  The preventable 
fraction is appropriate only if exposure is amenable to change.  
 
Number needed to avoid or produce one case 
 
For use in studies in which the numerators of the rates are numbers of cases of a disease or other 
condition, or a disease complication, or death, the program reports the number of individuals who 
are needed in the group with a lower rate, in order to avoid a single case.   
 
In a clinical trial where the rate is lower in the treated group than in the control group, this is the 
number needed to treat, or the number needed to treat (benefit) or NNTB (Altman 1998), i.e. the 
number of patients who must be treated in order to prevent one event (Sinclair and Bracken 1994, 
Feinstein 1995).  In a clinical trial that shows that a treatment has undesired effects (i.e., there is a 
lower rate in the control group), the number needed in the control group to avoid one case is also the 
number needed to harm or NNTH (the number of patients needed to be treated to produce one 
episode of harm) (Sackett et al. 1997: 149; Bjerre and LeLorier 2000). 
 
In an observational study of exposure to a supposed causal factor, if the rate is lower in the exposed 
group the number needed is the number who need to be exposed in order to avoid one case; whereas 
if the rate is lower in the unexposed group it is the number whose exposure must be prevented in 
order to prevent one event (assuming that the findings reflect a cause-effect relationship and that the 
causal factor and its effect are modifiable).  
 
The program displays 95% confidence limits for the number needed; these limits are the reciprocals 
of the confidence limits for the rate difference.  If one of the latter confidence limits is negative, one 
of the confidence limits of the number needed will also be negative.  For example, if group B has a 
lower rate and the rate difference is 10 per 100 (i.e. 0.1), with a confidence interval of -5 to 25 per 
100 (spanning zero), the number needed in group B to avoid one case is 10 (the reciprocal of 0.1), 
with a confidence interval of 4 to -20, an interval that includes infinity (the reciprocal of zero).  
Since a negative number needed to avoid  a case is equivalent, if the sign in reversed, to the “number 
needed to harm”, and this is the same as the number needed in the other group to avoid a case, the 
program reports this confidence interval as: 

‘4 to infinity in B, then from infinity down to 20 in A’ 
in the hope that this will avoid  and not further confound confusion .(see Altman 1998).  This 
formulation indicates a continuous interval, first from 4 to infinity in the group with the lower rate, 
and then extending down from infinity to 20 in the other group. 
 
The program also provides a formula for estimating the number needed to avoid one case in a 
different group or population, using the ratio of rates observed in the study sample, on the 
assumption (not necessarily valid) that the same ratio of rates is applicable.. 
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Fail-safe N 
 
Estimates of the fail-safe N are provided for use in meta-analyses, as rough guides to the possible 
importance of the "file drawer problem", i.e. the exclusion of studies that were not  published or 
were not found for other reasons.   
 
The program computes the numbers of new "null" studies (those with an odds ratio or risk ratio of 1) 
that will suffice to bring the overall odds or risk ratio to a negligible level (0.8, 0.9, 1.1 or 1.2).  No 
account is taken of P-values or the size of the null studies.   
 
Fail-safe N estimates based on the P-values in the studies are provided by module I of this program.   
 
Tests for a skewed funnel plot 
 
Two tests for a skewed funnel plot are performed, for use in meta-analysis.  The tests, which 
examine the association between the sizes of the effects in the component studies and their precision,  
are the regression asymmetry test and the adjusted rank correlation test.  
  
In each test, a low P value suggests possible publication bias, although the "small-study effect" 
(Sterne et al. 2000) that it indicates may have some other cause, such as the use of higher-risk 
subjects in smaller studies, resulting in an association between sample size and the effect under 
consideration. 
 
Both tests have a low power if they are based on few component studies.  The regression asymmetry 
test is generally more powerful (Egger et al. 1997; Sterne et al. 2000). A critical P level  
of at least 0.1 should be used for both tests. 
 
Inverse sampling 
 
Inverse sampling refers to the addition of subjects to each group (A and B) until the group contains a 
prespecified number of cases (i.e., subjects with “Yes” findings).  This method of sampling may be 
chosen because cases are rare.  Since the addition of subjects to a group stops as soon as the required 
number of cases has been found, this method is appropriate only if subjects are accrued sequentially, 
and their exposure status can be determined rapidly.  The program provides a large-sample 
significance test, the difference between rates or proportions, the ratio of rates or proportions, and 
the odds ratio.  The computations are omitted if either denominator is less than 3. 
 

 
METHODS 

 
Exact probabilities (single table) 
 
The exact tests are based on the conditional probabilities, under the null hypothesis (given the marginal frequencies), of 
each possible number in a specific cell.  Basic formulae are provided by Zar (1998: 545-555) and (for mid-P) by 
Rothman and Boice (1982: 25); or see Gahlinger and Abramson (1995: 36-37).  In the computation, Stirling's 
approximation is used in computing the logarithms of factorials for large numbers (Rothman and Boice 1982: 26).  
Siegel and Castellan (1988).  Code provided by A. Ray Simons (from his STAT22) formed the basis of the procedure 
employed here. 
 
Overall’s continuity-corrected P is described by Overall (1990). 
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For Tocher’s test (Tocher 1950, Siegel 1956: 101), a random proportion R between 0 and 1 is selected, and if this falls 
below a critical level the null hypothesis is rejected. The critical level for any given alpha (0.05, 0.01, etc.) is 

(alpha - XP) / OP    
where  OP = the conditional probability of the observed number of exposed cases     

XP = the sum of the conditional probabilities for all more extreme numbers of exposed cases      
The random proportion R is computed by the inbuilt Turbo Pascal procedures, augmented by an additional randomizing 
shuffle using the algorithm of Bays and Durham (Press et al. 1989: 215-217), followed by the use of the formula  

frac(9821R + 0.211327).   
 
Exact probabilities (set of tables) 
 
The computation of exact probabilities for stratified data is sped up by the employment of an efficient algorithm for 
calculating the coefficients of the conditional distribution (Martin and Austin 1991, 1996), using code from David O. 
Martin's public-domain EXACTBB program. 
 
Pearson’s chi-square test of association 
 
The usual formulae are used for Pearson’s chi-square test without and with Yates’s correction (Zar 1998:483-494: 
formula 23.6 and 23.7 respectively).  Formula 23.10 is used for the log-likelihood chi-square test (which is performed 
only with Yates’s correction if there is a zero numerator). 
 
Upton's chi-square (Upton 1982; D'Agostino 1990) is the Pearson chi-square multiplied by  

(N - 1) / N 
where  N = sample size.    
 
Haber's corrected chi-square (Haber 1980), as modified by Ghent, is described by  Zar (1998: 494). 
 
Likelihood-ratio chi-square test (G 2 test) 
 
Formula 23.11 of Zar (1998) is used.  Yates’s correction is applied by making each cell frequency 0.5 closer to the 
expected frequency. 
 
Mantel-Haenszel test 
 
The formula for the Mantel-Haenszel chi-square is provided by (inter alios) Rothman (1986: formula 12: 58).  
 
The criterion used to determine whether the sample sizes are sufficient to warrant use of this test is that the sum of the 
expected frequencies in each cell of the 2 x 2 table must be not less than 5 (Fleiss 1981: 175).                 
Heterogeneity tests and measures  
 
The heterogeneity chi-square tests use formulae 12-60 of Rothman (1986) for ratios of proportions, Rothman’s formula  
12-59 for differences between proportions, and formula 10.35 of Fleiss (1981) for odds ratios. 
The measures of heterogeneity,  H and I-squared, are described by Higgins and Thompson (2002).  H is computed by 
Higgins and Thompson's formula 6, and increased to 1, indicating absence of heterogeneity,  if it less than 1.  A test- 
based interval is computed by Method III.  I-squared and its 95% interval are computed from H, by formula 10. 
 
Yule's Q, phi and lambda 
 
Yule's Q can be calculated from the odds ratio OR:  Q = (OR - 1) / (OR + 1). 
If Q is not 1 or -1, its significance is tested by formula 16.24 of Sheskin (2007). 
 
Phi is computed by formula 19.61 in Zar (1998), and lambda by formulae 9.37 and 9.39 of Siegel and Castellan (1988). 
 
Cohen's w 
 

Cohen's effect-size index (w) is computed by the formula  w = √ (chi-square / N)   (Volker 2006: formula 17) 
where N = sample size. 
The adjusted w takes account of the size of the table by using Sakoda's contingency coefficient S:  
            w =  v(S2 / (1 - S2))  (Sheskin  2007: 658) 
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Ratio of rates  
 
Standard errors and log-transformation-based confidence intervals for the ratio of  rates  are computed by formula 12-9 of 
Rothman (1986); this is formula  4.1 of Lui (2004: 66).   Confidence intervals are also estimated by the method described by 
Zou and Donner (2008), based on the Wilson confidence intervals for the two rates. 
 
Jewell's low-bias estimator of the ratio of rate A to rate B  (Jewell 1986) is 
 rate A /  |(b + 1) / (B + 1)| 
where b and B are the numerator and denominator of rate B. 
 
Difference between rates 
 
Three sets of confidence intervals are computed for differences between rates: continuity-corrected intervals calculated by 
Fleiss's procedure (Fleiss (1981: formula 2.14), which is appropriate for large samples only, and two sets using Wilson's score 
method (Wilson 1927), one without and one with a continuity correction.  The latter two methods are described by Newcombe 
(1998) as methods 10 and 11.  Formulae provided by Newcombe and Altman (2000: 49-40) are used for method 10, which is 
the same as the method described by Zou and Donner (2008) in their formulae 1 and 2.  For method 11, the program computes 
the upper and lower confidence limits of the two proportions by formulae 1.26 and 1.27 of Fleiss (1981: 14), and substitutes 
them for l1, l2, u1 and u2 in Newcombe's formulae for L and U.   
 
Odds ratio 
 
The computation of exact confidence intervals for the odds ratios uses the network algorithm of Mehta et al. (1985).  It is based 
(with permission) on Turbo Pascal code written by Eduardo Franco and Nelson Campos Filho, and used by A. Ray Simons in 
his EPIDORCS program.   
 
Cornfield's approximation to confidence intervals for the odds ratio is computed by an iterative procedure described by Fleiss 
(1979) and by Fleiss et al. (2003,pp 116-118).  Since the Cornfield estimates are conditional on the marginal totals, the lower 
confidence limit may exceed zero even when the observed odds ratio is zero.  In such instances the lower limit is displayed as 
zero, and in the reverse situation the upper limit is displayed as infinity.  The accuracy of the estimates is checked by the 
Mantel-Fleiss test (formulae 15.18 and 15.19 in Kleinbaum et al. 1982). 
 
Jewell's low-bias estimator of the odds ratio is described by Jewell (1986).    The standard error of the log odds ratio is 
computed by formula 5.33 of Fleiss (1981: 67).   
 
Overall ratio of rates, difference between rates, a nd odds ratio 
 
For the overall ratio of rates, the precision-based estimator and its confidence intervals are based on formulae 12-10, 12-
11 and 12-46 of Rothman (1986).  The Mantel-Haenszel estimator is computed by formula 12-27 of Rothman (1986), 
and its standard error and confidence are based on formulae provided by Greenland and Robins (1985).  In the 
DerSimonian-Laird procedure (DerSimonian and Laird 1986) the log of the ratio of rates for each stratum, and its 
standard error, are computed after changing any zero proportion to 0.0001   The Q statistic, which plays a central role in 
the calculation,  is based on the data for separate strata and the Mantel-Haenszel estimator.  If Q + 1 is less than the 
number of strata, the random-effects approach does not change the results. 
 
For the overall difference between rates, the precision-based estimator and its confidence intervals are  based on 
formulae 12-8 and 12-51 of Rothman (1986).  The Mantel-Haenszel estimator is based on formulae provided by Greenland 
and Robins (1985), and the standard error is computed by the method described by Sato (1989).   The DerSimonian-Laird 
procedure is described by DerSimonian and Laird 1986.  The Q statistic, which plays a central role in the calculation, is 
based on the data for separate strata and the Mantel-Haenszel estimator.  If Q + 1 is less than the number of strata the 
random-effects and fixed-effect models yield identical results. 
 
For the overall odds ratio, the computation of exact confidence intervals is sped up by the employment of an efficient 
algorithm for calculating the coefficients of the conditional distribution (Martin and Austin 1991, 1996), using code from 
David O. Martin's public-domain EXACTBB program. The maximum-likelihood estimates are described by Rothman (1986: 
194-195) and Rothman and Boice (1982:5-6).  The Mantel-Haenszel estimator of the common odds ratio is estimated by 
formula 10.47 of Fleiss (1981), and the estimation of its confidence intervals is described by Robins, Breslow and Greenland 
(1986) and by Rothman (1986: 219-220).     The Cornfield-Gart procedure for confidence intervals is described by Fleiss 
(1979); its computation incorporates a continuity correction (Fleiss 1979: 171-172).  The DerSimonian-Laird procedure 
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described by Fleiss and Gross (1991) is used.  For this purpose the log odds ratio for each stratum, and its standard error, are 
computed after adding 0.5 to each cell in the 2 x 2 table (Fleiss 1981: 165-166).  The Q statistic, which plays a central role in 
the calculation, is based on these results and, as suggested by Petitti (1994: 111-113), on the Mantel-Haenszel estimate of the 
common odds ratio.  Chi-square is  

(DL / SE)² 
where  DL is the DerSimonian-Laird estimator and  

SE is its standard error.   
If Q + 1 is less than the number of strata, the random-effects and fixed-effect models yield identical results. 
 
Trend test  
 
The trend test is based on a comparison, in each stratum, between the observed findings and the findings predicted by the 
precision-based estimator of the common risk ratio. The method described by Breslow and Day (1980) is used (formula 4.31 
and pp. 142-146),  after computing fitted values for each stratum, based on the precision-based estimator of the common risk 
ratio. The successive strata are given scores of 1, 2, 3, etc. 
 
Measures of the impact of exposure 
 
Attributable and prevented fractions in the exposed are calculated from the ratio of rates (R); for stratified data, the 
Mantel-Haenszel estimator is used.  The formulae are  

(R - 1) / R  
for the attributable fraction, and  

1 - R  
for the prevented fraction. 
Confidence intervals are estimated by replacing R in these formulae with its upper and lower confidence limits.  
 
If the data are not stratified, or refer to a single stratum, the attributable, prevented and preventable fractions in the 
population are calculated from the ratio of rates  (R) and the proportion exposed to the risk or protective factor in the 
population (E).  By default, E is computed from the data entered for the two groups, on the assumption that together they 
represent the population (or population stratum).  Optionally (if this assumption is incorrect), E can be entered at the 
keyboard, as a percentage.  The formulae are 

E(R - 1) / [E(R - 1) + 1]  
for the population attributable fraction (AFp), and 

E(1 - R) 
for the population prevented fraction (PFp).  For a risk factor, the preventable fraction (if appropriate) is the same as the 
attributable fraction; for a protective factor, it is calculated in the same way as the attributable fraction, after relabelling 
the exposed as "unexposed" and the unexposed as "exposed".  Confidence intervals are estimated by the same formulae, 
but replacing R with its lower and upper Cornfield confidence limits (Daly 1998).   These intervals should be regarded as 
approximate, since uncertainty of the exposure proportion E is not taken into account (Greenland 1999); E is regarded as 
a fixed value. 
 
For stratified data, attributable, prevented and preventable fractions in the total population are computed from the 
Mantel-Haenszel ratio of rates and the proportion of cases (i.e., individuals enumerated in the numerators of the exposed 
and unexposed groups) exposed to the risk or protective factor.  These proportions are computed by combining the 
numbers entered for the two groups in each stratum, without reference to any values entered for E (see above), on the 
assumption that the combined groups represent the population.   Formula 16-24 of Rothman and Greenland (1998: 296) 
is used for the attributable fraction in the population (AFp); if its value is negative, it is converted to the corresponding 
preventive fraction (see conversion equation, below).   For the preventable fraction, the same formula is used as for the 
attributable fraction, after relabelling the exposed and unexposed.  For stratified data, confidence intervals are computed 
from the variance of ln(1 - AFp), using formula 16-25 of Rothman and Greenland (1998: 296).   
 
If the lower confidence limit of an attributable fraction (AF) is  negative, the prevented fraction (PF) equivalent to this 
negative value is shown; and vice versa.  The conversion equations used for this purpose are: 

PF = 1 - 1 / (1 - AF)   
and AF = 1 - 1 / (1 - PF). 
 
In some instances confidence intervals are not shown because zero values interfere with their computation.     
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Number needed to avoid or produce one case 
 
The number needed is the reciprocal of the rate difference. In a stratified analysis, it is the reciprocal of the Mantel-
Haenszel rate difference. The 95% confidence limits for the number needed are the reciprocals of the 95% confidence 
limits for the rate difference.  In a single comparison, the  continuity-corrected Wilson-score confidence interval is used. 
 
The formula for estimating the number needed in group A or B (depending on  whether the risk ratio exceeds 1 or is less 
than 1) to avoid one case in a different  population, on the assumption that the ratio of rates observed in the study sample 
remains appropriate (Chatellier et al. 1996; Smeeth et al. 1999), is. 

X / P, 
where  X = 1 / (RR - 1) 
       RR = the ratio of rates 
 
Fail-safe N 
 
The fail-safe N is computed by the following formula, which is derived from Orwin's effect-size formula (Orwin 1983; Hedges 
and Olkin 1985, formula 9, p. 306; or Iyengar and Greenhouse 1988, formula 5): 

Fail-safe N = k[abs(R) - abs(C)] / abs{C} 
where k = No. of studies included in the analysis 
       R = log of the overall odds ratio or ratio of rates  
      C = log of the chosen "negligible value" [0.8, 0.9, 1.1 or 1.2). 
 
Tests for a skewed funnel plot 
 
The regression asymmetry test (Egger et al. 1997) uses linear regression.  It regresses the standard normal deviate (SND), 
defined as the effect measure divided by its standard error) against precision (the inverse of the standard error of the effect 
measure). In both this test and the adjusted rank correlation test, the measure of effect is the log of the odds ratio; the adjusted 
odds ratio (0.5 added to each cell) is used if the odds ratio is zero or infinity.  The regression equation is 

SND = intercept + b x precision. 
In the absence of bias, an intercept of zero is expected.  The program reports the intercept and its 90% confidence interval, and 
tests its difference from zero; two-tailed P is displayed.  The usual formulae for least-squares linear regression are used (e.g. 
Woolson and Clarke 2002: 309-311; Zar 1998: formula 17.21). 
 
The adjusted rank correlation test (Begg and Mazumdar 1994) uses Kendall's rank correlation  (Siegel and Castellan 1988: 
245-54) to appraise the association between the sizes of the effects in the component studies (after first standardizing these 
effect measures) and their standard errors.  In the absence of bias, a tau of zero is expected.  Allowance is made for ties in the 
computation.  If there are 30 or fewer component studies, tables of critical levels for one-tailed P = 0.05, 0.025, 0.01, and 0.005 
(Siegel and Castellan 1988: Tables RI and RII) are used.  If two-tailed P exceeds 0.01 according to these tables, and for larger 
samples, a Z test (making allowance for ties) is used (Armitage et al.. 2002).  The two-tailed P value is displayed. 
 
Inverse sampling 
 
The large-sample significance test for the difference between the two groups uses the formula (Lui, personal 
communication) 

z = [abs(U) - 0.5 * (1 / DenA + 1 / DenB)] / √V 
where  U = the uniformly minimum variance unbiased estimate of the difference between proportions (Lui 2004: 32) 

    = (xA - 1) / (DenA - 1) - (xB - 1) / (DenB - 1) 
V (variance) = p(1 - p) [(1 / (DenA - 2) + (1 / (DenB- 2)]  
p = (xA + xB - 1) / (DenA + DenB - 1) 
xA and xB = numbers of exposed subjects in samples A and B respectively 
DenA and DenB = the numbers in samples A and B respectively. 
 

For the difference between rates or proportions, the program displays a standard error based on the pooled proportions 
(i.e., the square root of V), an unbiased estimate of the difference (U), and confidence intervals estimated by formula 
2.37 of Lui (2004: 32) or (if there is a zero numerator) by formula 2.35 of Lui (2004: 31). 
 
For the ratio of rates or proportions, the program displays an unbiased estimate of the ratio (Lui 2004: 76, formula 4.25), 
and two sets of confidence intervals, computed by formulae 4.27 and 4.28 of Lui (2004: 77).  The second confidence 
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interval is an approximate one suggested by Bennett (1981), and (as stated in the output) it may be preferable if the 
numbers or proportions of cases are small (Lui 2004: 77).  If there is a zero numerator, 0.5 is first added to each 
numerator. 

 
Confidence intervals for the odds ratio are estimated by formula 5.52 of Lui (2004: 109).  If there is a zero frequency, 
0.5 is first added in each cell. 
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C.  COMPARISON OF EXPOSURE TO A RISK/PROTECTIVE 

FACTOR (IN A CASE-CONTROL STUDY) 
 
This module is designed for the analysis of studies that compare cases and unmatched controls with 
respect to the proportions exposed to a supposed risk or protective factor.  It might be used in the 
evaluation of a therapeutic or preventive procedure, by comparing the proportions who had been 
exposed to the procedure.  The program can handle data collected by inverse sampling (see below). 
 
The factor must be dichotomous (“exposed” or “not exposed”).  If there are degrees of exposure,  
module G of this program should be used.   This module (C) is not appropriate for case-control 
studies that use person-time denominators; module D provides limited results for such studies. 
 
A single group of cases can be compared with a single group of controls, or a series of case-control 
comparisons can be made in different strata or in different studies.  Each comparison requires the 
entry of data in a 2 x 2 table format.  Optionally, the prevalence of exposure in the population or the 
relevant population stratum  can also be entered, for use in appraising the impact of exposure in the 
population.   
 
For stratified data, enter the data for each stratum in turn, and then click on “All strata” to obtain the 
combined results,  which permit appraisal of the association while controlling for confounding 
effects of the stratifying variable or variables, and assessment of heterogeneity.   
 
For a meta-analysis, enter the data for each study in turn  (as a separate stratum), and then click on 
“All strata” to compare and combine the results in separate studies. 
 
For each separate comparison, the program  provides exact probabilities (Fisher's, mid-P and 
continuity-corrected, chi-square tests of association, the odds ratio (with Fisher's exact, mid-P 
exact, and Cornfield's confidence intervals), Yule's Q, phi, lambda, Cohen’s w, measures of the 
impact of exposure (attributable, prevented and preventable fractions), and the number needed to 
avoid one case. 
 
For a series of comparisons, the program computes exact probabilities (Fisher's and mid-P). a 
Mantel-Haenszel test, heterogeneity tests and measures,  estimators of the overall odds ratio (a 
conditional maximum-likelihood estimator, with exact Fisher's and mid-P confidence intervals, and 
unconditional maximum-likelihood, Mantel-Haenszel and Dersimonian-Laird estimators, with 
Mantel-Haenszel, Cornfield-Gart and Dersimonian-Laird confidence intervals),  a trend test for 
odds ratios, measures of the impact of exposure (attributable, prevented and preventable fractions), 
the number needed to avoid one case, and (for use in meta-analysis) estimates of the fail-safe N 
and two tests for a skewed funnel plot (suggesting publication bias)  
 
For studies in which inverse sampling was used, the program provides a large-sample significance 
test and estimates the odds ratio and the attributable or prevented fraction. 
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Exact probabilities  (See page 7 for fuller details.) 
 
The program computes one-tailed and two-tailed P-values based on exact tests.  A number of results 
are provided, since there is no consensus as to the best methods of computation.  If these results lead 
to  conflicting conclusions, inferences may require careful consideration. 
 
Chi-square tests of association 
 
For each table, a simple (Pearson’s) chi-square test of association is performed, supplemented by 
tests with Yates's, Upton's, and Haber’s corrections to overcome the slight anticonservative bias of 
the uncorrected value.   Yates's correction is criticized by many statisticians on the grounds that a 
test that uses it is too conservative, with an increased risk of a type II error (failure to reject the null 
hypothesis when, in fact, it is false).  The other (smaller) modifications may be preferred; Zar (1998: 
494) calls Haber’s correction (as modified by Ghent) “excellent”.  If the tests lead to conflicting 
conclusions, inferences may require careful consideration.  On the basis of computer-intensive tests, 
Campbell (2007) recommends the routine use of Upton’s adjusted chi-square (also called the “N-1” 
chi-square), unless the expected number (under the null hypothesis) in one or more cells is under 1, 
when he recommends use of Fisher’s two-tailed P carried out by Irwin’s rule. 
 
A likelihood-ratio chi-square test (G2 test) is also performed, with Yates’s correction. 
 
Chi-square tests may be misleading if the expected frequencies (under the null hypothesis) are too 
small.  The program displays warnings if there are cells with expected frequencies of less than 5 and 
less than 1.  Upton’s chi-square is appropriate if there is no expected value below 1 (Campbell 
2007). 
 
Mantel-Haenszel test 
 
This overall  test of association controls for confounding effects of the stratifying variable or 
variables – e.g. of age and sex if the strata represent different age-sex groups. In a meta-analysis, it  
is an overall test, controlling for the differences between the studies. The test is performed with and 
without a continuity correction.  It is usually applied without a continuity correction. 
 
The Mantel-Haenszel test is valid even in sparse data, provided that overall numbers are sufficient.  
A message is displayed if the overall numbers are too small to warrant use of the test. 
 
Heterogeneity tests and measures  
 
For stratified data (i.e., a series of tables), the program provides heterogeneity tests that compare the 
odds ratios in the different strata.  These tests should be interpreted with caution, since their power is 
low; if the result is significant at the 0.05 level, the hypothesis of homogeneity can be rejected; but 
“a high p-value ... does not show that the measure is uniform, it only means that heterogeneity ... was 
not detected by the test” (Rothman and Greenland 1998: 276); the larger the strata, the more valid 
the test. 
 
The program also provides two measures of heterogeneity, H and I-squared, with their approximate 
95% intervals.  An H value of less than 1.2 suggests absence of noteworthy  heterogeneity, whereas 
a value exceeding 1.5 suggests its presence, even if the heterogeneity test is not significant.  I-
squared expresses the proportion of variation that can be attributed to heterogeneity (in a meta-
analysis, to interstudy variation) rather than to sampling error. 
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Estimates of the supposed common underlying value of the odds ratio (see below) are of 
questionable value if the findings in the various strata are very disparate.   If the results are not 
uniform, explorations of possible causes - e.g. associations with study design or quality or with the 
sizes or other characteristics of the samples - may be revealing 
 
The uniformity or heterogeneity of the odds ratios in the different strata can be appraised not only by 
these tests and measures, but by plotting the odds ratios and their confidence intervals graphically, 
and comparing them. 
 
Odds ratio 
 
For each table, the program displays the odds ratio (the ratio of the odds in group A to the odds in 
group B, with its reciprocal), its 90%, 95% and 99% confidence intervals (Cornfield's intervals, and 
exact Fisher's and mid-P confidence intervals), and an adjusted estimate of the odds ratio (after 
adding 0.5 to each cell frequency). 
 
It also displays Jewell's low-bias estimate of the odds ratio in the population, which draws attention 
to the tendency for the odds ratio in a sample, especially a small one, to misrepresent the true odds 
ratio in the population represented.  A disadvantage is that (unlike the ordinary odds ratio) this 
estimator is affected by the direction of computation: the reciprocal of the A:B estimator is not the 
same as the B:A estimator (Walter and Cook 1991, Mantel 1992). 
 
The odds ratio is likely to be of interest in epidemiological studies of causal associations. 
 
Overall odds ratio  
 
For a series of tables (“all strata”), the program computes four estimators of the overall odds ratio 
(conditional and unconditional maximum-likelihood estimators, a Mantel-Haenszel estimator, and a 
DerSimonian-Laird estimator, with 90%. 95%, and 99% exact Fisher’s, exact mid-P, Mantel-
Haenszel, Cornfield-Gart, and Dersimonian-Laird confidence intervals).   
 
These estimates of the supposed common underlying value, and their confidence intervals, should be 
treated with caution if the findings in the various strata are very disparate. The heterogeneity tests 
have a low power, and are unreliable with small frequencies (Rothman 1986: 223). 
 
The unadjusted odds ratio (based on the pooled data, without taking the stratification into account) is 
also displayed, for comparison. 
 
The estimators other than the DerSimonian-Laird estimator are based on a fixed-effect model, which 
assumes that the strata provide estimates of the same true effect.  The precision-based estimators are 
weighted means, using the reciprocal of the variance in each stratum as the weight for the stratum 
when the data are pooled, and are appropriate if the sample in each stratum is large; strata in which 
one of the proportions is zero do not enter into the calculation, and an appropriate message is 
displayed. The Mantel-Haenszel estimators are applicable even when there are sparse data in each 
stratum.   
 
The DerSimonian-Laird estimator is based on  a random-effects model, which assumes that the strata 
provide estimates of randomly differing effects.  The variation between strata is taken into account, 
resulting in wider confidence intervals and a more conservative significance test.  The random-
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effects model gives more weight to small studies, and may be inappropriate if sample sizes are very 
small.  Some investigators use it when unexplained heterogeneity is present (Fleiss and Gross 1991, 
Petitti 1994, Whitehead and Whitehead 1991).  “In essence,” say Rothman and Greenland (1198: 
668), “a random-effects model exchanges a doubtful homogeneity assumption for a fictitious 
random distribution of effects .  The advantage ... is that the standard errors and confidence limits ... 
will more accurately reflect uncertainty about unaccounted-for sources of variation”.   The 
Dersimonian-Laird estimator is not displayed if this procedure does not increase the variance of the 
odds ratio.  A chi-square test is reported, appraising whether the estimator differs from zero. 
 
Miettinen’s two standardized odds ratios (“standardized rate ratios”) are also computed, first taking 
exposed subjects as the standard (“ŜMR”), and then taking the unexposed as the standard (“ŜRR”). 
 
Trend test 
 
The trend test examines the trend of the odds ratios in successive strata (in the sequence in which the 
strata were entered).  A low P value indicates a systematic increase or decrease. 
 
Yule's Q, phi and lambda 
    
Yule's Q (and its significance), phi and lambda (measures of association) are displayed for each 
table.   
 
Yule's Q (Zar 1998:404) ranges from 0 (no association) to 1 (complete positive dependence) or -1 
(complete negative dependence).  In a 2 x 2 table it is equivalent to the gamma coefficient. 
 
Phi (Zar 1998: 403) ranges from -1 (complete inverse dependence) to +1 (complete positive 
dependence); 0 indicates no association.  It is not displayed if the expected frequency in one or more 
cells is <5.  In a 2 x 2 table phi is equivalent to Cramer's coefficient V, and phi-squared is the 
coefficient of determination. 
 
Goodman and Kruskal's lambda (Siegel and Castellan (1988: 298-303)  is a coefficient of 
forecasting efficiency that expresses the capacity of one variable to "predict" the other.  It is an 
assessment of the proportion of incorrect predictions concerning one variable that would be 
prevented if information about the other variable was available.  Two lambda statistics are 
computed; one refers to the prediction of the variable whose categories are “Yes” or “No” when it is 
known to which group (A or B) the individual belongs, and the other refers to a prediction in the 
reverse direction.  Lambda ranges from 0 (if the one variable is of no help in predicting the other) to 
1 (if the one variable perfectly specifies the categories of the other). 
 
Unlike Yule's Q, (and the odds ratio), phi and lambda vary with the relative sizes of the two groups 
that are compared, and should in general be used only if these groups together make up a defined 
population, or comprise a representative sample of a defined population.  The values of phi and 
lambda are then applicable to this specific population.   
 
Cohen's w 
 
Cohen's w is an effect-size index that expresses the strength of the association between the row and 
column variables. It is computed from chi-square. By Cohen's criteria, 0.5 or more indicates a large 
effect size, 0.3 or more (but less than 0.5) indicates a medium effect size, and 0.1 or more (but less 
than 0.3) indicates a small effect size (Cohen 1988: 222 - 226). Cohen (1988) warns that these 
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criteria should be used only when there is no better basis for evaluation. An adjusted w, controlling 
for the size of the table, is also computed, as suggested by Sheskin (2007: 658). 
 
Measures of the impact of exposure 
 
If exposure is to a risk factor, the program computes the attributable fractions in the exposed and in 
the population.  If exposure is to a protective factor, it computes the prevented fractions in the 
exposed and in the population.   The results are valid if the odds ratio is an appropriate estimator of 
the risk ratio.  The attributable fraction is the proportion of the rate that can (under certain 
assumptions) be attributed to exposure to the factor, and the prevented fraction is the proportion of 
the hypothetical rate (in the absence of exposure) that has been prevented by exposure. 
 
By default, the computation of the impact in the population assumes that the cases and controls are 
together representative of the population.  Optionally (if this assumption is incorrect), the proportion 
of the population exposed to the risk or protective factor can be entered at the keyboard, as a 
percentage.  This value is then used in the analysis, except in the overall analyses of stratified data, 
when the combined cases and controls (in all strata) are assumed to represent the population.   
 
The method used for stratified data is appropriate for sparse data as well as for samples with large 
numbers.  The assumption is made that the odds ratio is uniform across the strata.   
 
Measures of impact should be interpreted with caution (see Rockhill et al. 1998).  They assume that 
exposure has a causal effect, and that confounding and other biases are absent.  .  
 
Number needed to avoid one case 
 
The program provides a formula for calculating the approximate number of person-time units of 
exposure or non-exposure (depending on the direction of the effect) needed to avoid one case.  The 
formula uses the assumed rate in the non-exposed, and is based on the assumptions that the odds 
ratio in the study sample (or the Mantel-Haenszel odds ratio, for stratified data) is an appropriate 
estimate of the incidence density ratio, and that the findings reflect a cause-effect relationship. 
     If the exposure under consideration is to a therapeutic or preventive procedure, this number is the 
number needed to treat to prevent one case (NNT)  or the number needed to treat to produce one 
episode of harm (NNTH) , depending on the direction of the effect (Sackett et al. 1997; Bjerre and 
LeLorier 2000). 
 
Fail-safe N 
 
Estimates of the fail-safe N are provided for use in meta-analyses, as rough guides to the possible 
importance of the "file drawer problem", i.e. the exclusion of studies that were not published or not 
found for other reasons.  The program computes the numbers of new "null" studies (those with an 
odds ratio of 1) that will suffice to bring the overall odds ratio to a negligible level (0.8, 0.9, 1.1 or 
1.2).  No account is taken of P-values or the size of the null studies.   
 
Fail-safe N estimates based on P-values are provided by module I of this program.   
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Tests for a skewed funnel plot 
 
Two tests for a skewed funnel plot are performed, for use in meta-analysis.  The tests, which 
examine the association between the sizes of the effects in the component studies and their precision,  
are the regression asymmetry test and the adjusted rank correlation test.  
  
In each test, a low P value suggests possible publication bias, although the "small-study effect" 
(Sterne et al. 2000) that it indicates may have another cause, such as the use of higher-risk subjects 
in smaller studies, resulting in an association between sample size and the effect under consideration.   
 
Both tests have a low power if they are based on few component studies.  The regression asymmetry 
test is generally more powerful (Egger et al. 1997; Sterne et al. 2000). A critical P level  
of at least 0.1 should be used for both tests. 
 
Inverse sampling 
 
Inverse sampling refers to the addition of subjects to each group (cases and controls) until the group 
contains a prespecified number of subjects exposed to the risk or protective factor under study.  This 
method of sampling may be chosen because exposed subjects are rare.  Since the addition of subjects 
to a group stops as soon as the required number of exposed subjects has been found, this method is 
appropriate only if subjects are accrued sequentially, and their exposure status can be determined 
rapidly.  The program provides a large-sample significance test, the odds ratio, and the attributable 
or prevented fraction (see ”Measures of the impact of exposure”, above). The computations are 
omitted if either denominator is less than 3. 

 
METHODS 

 
Exact probabilities (single table) 
 
The exact tests are based on the conditional probabilities, under the null hypothesis (given the marginal frequencies), of 
each possible number in a specific cell.  Basic formulae are provided by Zar (1998: 545-555) and (for mid-P) by 
Rothman and Boice (1982: 25); or see Gahlinger and Abramson (1995: 36-37).  In the computation, Stirling's 
approximation is used in computing the logarithms of factorials for large numbers (Rothman and Boice 1982: 26).  
Siegel and Castellan (1988).  Code provided by A. Ray Simons (from his STAT22) formed the basis of the procedure 
employed here. 
 
Overall’s continuity-corrected P is described by Overall (1990). 
 
For Tocher’s test (Tocher 1950, Siegel 1956: 101), a random proportion R between 0 and 1 is selected, and if this falls 
below a critical level the null hypothesis is rejected. The critical level for any given alpha (0.05, 0.01, etc.) is 

(alpha - XP) / OP    
where  OP = the conditional probability of the observed number of exposed cases     

XP = the sum of the conditional probabilities for all more extreme numbers of exposed cases      
The random proportion R is computed by the inbuilt Turbo Pascal procedures, augmented by an additional randomizing 
shuffle using the algorithm of Bays and Durham (Press et al. 1989: 215-217), followed by the use of the formula  

frac(9821R + 0.211327).   
 
Exact probabilities (set of tables) 
 
The computation of exact probabilities for stratified data is sped up by the employment of an efficient algorithm for 
calculating the coefficients of the conditional distribution (Martin and Austin 1991, 1996), using code from David O. 
Martin's public-domain EXACTBB program. 
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Pearson’s chi-square test of association 
 
The usual formulae are used for Pearson’s chi-square test without and with Yates’s correction (Zar 1998:483-494: 
formula 23.6 and 23.7 respectively).  Formula 23.10 is used for the log-likelihood chi-square test (which is performed 
only with Yates’s correction if there is a zero numerator). 
 
Upton's chi-square (Upton 1982; D'Agostino 1990) is the Pearson chi-square multiplied by (N - 1) / N 
where N = sample size.    
 
Haber's corrected chi-square (Haber 1980), as modified by Ghent, is described by  Zar (1998: 494). 
 
Mantel-Haenszel test 
 
The formula for the Mantel-Haenszel chi-square is provided by (inter alios) Rothman (1986: formula 12: 58).  
 
The criterion used to determine whether the sample sizes are sufficient to warrant use of this test is that the sum of the 
expected frequencies in each cell of the 2 x 2 table must be not less than 5 (Fleiss 1981: 175).                 
 
Yule's Q, phi and lambda 
 
Yule's Q can be calculated from the odds ratio OR:  Q = (OR - 1) / (OR + 1).  If Q is not 1 or -1, its significance is 
tested by formula 16.24 of Sheskin (2007). 
 
Phi is computed by formula 19.61 in Zar (1998), and lambda by formulae 9.37 and 9.39 of Siegel and Castellan (1988). 
 
Cohen's w 
 

Cohen's effect-size index (w) is computed by the formula  w = √ (chi-square / N)   (Volker 2006: formula 17) 
where N = sample size. 
The adjusted w controls for the size of the table, using the method described by  Sheskin  (2007: 658). 
 
Heterogeneity test and measures 
 
The heterogeneity chi-square test uses formula 10.35 of Fleiss (1981). 
 
The measures of heterogeneity,  H and I-squared, are described by Higgins and Thompson (2002).  H is computed by 
Higgins and Thompson's formula 6, and increased to 1, indicating absence of heterogeneity, if it less than 1.  A test- 
based interval is computed by Method III.  I-squared and its 95% interval are computed from H, by formula 10. 
 
Odds ratio 
 
The computation of exact confidence intervals for the odds ratios uses the network algorithm of Mehta et al. (1985).  It is based 
(with permission) on Turbo Pascal code written by Eduardo Franco and Nelson Campos Filho, and used by A. Ray Simons in 
his EPIDORCS program.   
 
Cornfield's approximation to confidence intervals for the odds ratio is computed by an iterative procedure described by Fleiss 
(1979) and by Fleiss et al. (2003,pp 116-118).  Since the Cornfield estimates are conditional on the marginal totals, the lower 
confidence limit may exceed zero even when the observed odds ratio is zero.  In such instances the lower limit is displayed as 
zero, and in the reverse situation the upper limit is displayed as infinity.  The accuracy of the estimates is checked by the 
Mantel-Fleiss test (formulae 15.18 and 15.19 in Kleinbaum et al. 1982). 
 
Jewell's low-bias estimator of the odds ratio is described by Jewell (1986).    The standard error of the log odds ratio is 
computed by formula 5.33 of Fleiss (1981: 67).   
 
Overall odds ratio 
 
For the overall odds ratio, the computation of exact confidence intervals is sped up by the employment of an efficient 
algorithm for calculating the coefficients of the conditional distribution (Martin and Austin 1991, 1996), using code from 
David O. Martin's public-domain EXACTBB program. The maximum-likelihood estimates are described by Rothman (1986: 
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194-195) and Rothman and Boice (1982:5-6).  The Mantel-Haenszel estimator of the common odds ratio is estimated by 
formula 10.47 of Fleiss (1981), and the estimation of its confidence intervals is described by Robins, Breslow and Greenland 
(1986) and by Rothman (1986: 219-220).   The Cornfield-Gart procedure for confidence intervals is described by Fleiss 
(1979); its computation incorporates a continuity correction (Fleiss 1979: 171-172).  The DerSimonian-Laird procedure 
described by Fleiss and Gross (1991) is used.  For this purpose the log odds ratio for each stratum, and its standard error, are 
computed after adding 0.5 to each cell in the 2 x 2 table (Fleiss 1981: 165-166).  The Q statistic, which plays a central role in 
the calculation, is based on these results and, as suggested by Petitti (1994: 111-113), on the Mantel-Haenszel estimate of the 
common odds ratio.  Chi-square is  

(DL / SE)² 
where  DL is the DerSimonian-Laird estimator and  

SE is its standard error.   
If Q + 1 is less than the number of strata, the random-effects and fixed-effect models yield identical results. 
 
Miettinen’s two standardized odds ratios  (“standardized rate ratios”)  (Miettinen 1972) are computed by formulae 5 and 
6 of Rothman and Boice (1979: 6). 
 
Trend test  
 
The trend test is based on a comparison, in each stratum, between the observed findings and the findings predicted by the 
maximum likelihood estimate of the common odds ratio. The method described by Breslow and Day (1980) is used 
(formula 4.31 and pp. 142-146),  
The successive strata are given scores of 1, 2, 3, etc. 
 
Measures of the impact of exposure 
 
Attributable and prevented fractions in the exposed are calculated from the odds ratio (OR); for stratified data, the 
Mantel-Haenszel odds ratio is used.  The formulae are  

(OR - 1)  /  OR  
for the attributable fraction, and  

1 - OR  
for the prevented fraction.  Confidence intervals are estimated by replacing OR in these formulae with its upper and 
lower confidence limits, using exact mid-P (if available) or Cornfield limits, or (for stratified data) Mantel-Haenszel 
limits. 
 
If the data are not stratified, or refer to a single stratum, the attributable and prevented fractions in the population are 
calculated from the odds ratio (OR) and the proportion exposed to the risk or protective factor in the population (E).  By 
default, E is computed from the data entered for the controls, on the assumption that it represents the population (or  
population stratum).  Optionally (if this assumption is incorrect), E can be entered at the keyboard, as a percentage.  The 
formulae are 

E(OR - 1)  /  [E(OR - 1) + 1]  
for the population attributable fraction (AFp), and 

E(1 - OR) 
 for the population prevented fraction (PFp).  Confidence intervals are estimated by the same formulae, but replacing OR 
with its lower and upper confidence limits (Daly 1998).   These intervals should be regarded as approximate, since 
uncertainty of the exposure proportion E is not taken into account (Greenland 1999); E is regarded as a fixed value. 
 
For stratified data, the attributable and prevented fractions in the total population are computed from the Mantel-
Haenszel odds ratio and the proportion of cases exposed to the risk or protective factor, computed by combining the 
numbers entered in each stratum, without reference to any values entered for E (see above), on the assumption that the 
combined entries represent the population.   Formula 16-24 of Rothman and Greenland (1998: 296) is used for the 
attributable fraction in the population (AFp); if its value is negative, it is converted to the corresponding preventive 
fraction (see conversion equation, below).   For stratified data, confidence intervals are computed from the variance of 
ln(1 - AFp), using formula 16-25 of Rothman and Greenland (1998: 296).   
 
If the lower confidence limit of an attributable fraction (AF) is  negative, the prevented fraction (PF) equivalent to this 
negative value is shown; and vice versa.  The conversion equations used for this purpose are: 

PF = 1 - 1 / (1 - AF)   
and AF = 1 - 1 / (1 - PF). 
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In some instances confidence intervals are not shown because zero values interfere with their computation.     
 
Number needed to avoid one case 
 
The formula (derived from  Bjerre and LeLorier 2000, appendix) is  

1 / [R(1 - OR)] if the odds ratio (OR) is less than 1, and  
1 / [R(OR - 1)] if the odds ratio exceeds 1 

where  R is the assumed rate of events per 1000 person-time units in the non-exposed. 
 
The Mantel-Haenszel odds ratio is used for stratified data. 
 
Fail-safe N 
 
The fail-safe N is computed by the following formula, which is derived from Orwin's effect-size formula (Orwin 1983; Hedges 
and Olkin 1985, formula 9, p. 306; or Iyengar and Greenhouse 1988, formula 5): 

Fail-safe N = k[abs(R) - abs(C)] / abs{C} 
where k = No. of studies included in the analysis 
       R = log of the overall odds ratio 
      C = log of the chosen "negligible value" [0.8, 0.9, 1.1 or 1.2). 
 
Tests for a skewed funnel plot 
 
The regression asymmetry test (Egger et al. 1997) uses linear regression.  It regresses the standard normal deviate (SND), 
defined as the effect measure divided by its standard error) against precision (the inverse of the standard error of the effect 
measure). In both this test and the adjusted rank correlation test, the measure of effect is the log of the odds ratio; the adjusted 
odds ratio (0.5 added to each cell) is used if the odds ratio is zero or infinity.  The regression equation is 

SND = intercept + b x precision. 
In the absence of bias, an intercept of zero is expected.  The program reports the intercept and its 90% confidence interval, and 
tests its difference from zero; two-tailed P is displayed.  The usual formulae for least-squares linear regression are used (e.g. 
Woolson and Clarke 2002: 309-311; Zar 1998: formula 17.21). 
 
The adjusted rank correlation test (Begg and Mazumdar 1994) uses Kendall's rank correlation  (Siegel and Castellan 1988: 
245-54) to appraise the association between the sizes of the effects in the component studies (after first standardizing these 
effect measures) and their standard errors.  In the absence of bias, a tau of zero is expected.  Allowance is made for ties in the 
computation.  If there are 30 or fewer component studies, tables of critical levels for one-tailed P = 0.05, 0.025, 0.01, and 0.005 
(Siegel and Castellan 1988: Tables RI and RII) are used.  If two-tailed P exceeds 0.01 according to these tables, and for larger 
samples, a Z test (making allowance for ties) is used (Armitage et al.. 2002).  The two-tailed P value is displayed. 
 
Inverse sampling 
 
The large-sample significance test for the difference between cases and controls uses the formula (Lui, personal 
communication) 

z = [abs(U) - 0.5 * (1 / DenA + 1 / DenB)] / √V 
where  U = the uniformly minimum variance unbiased estimate of the difference between proportions (Lui 2004: 32) 

    = (xA - 1) / (DenA - 1) - (xB - 1) / (DenB - 1) 
V (variance) = p(1 - p) [(1 / (DenA - 2) + (1 / (DenB- 2)]  
p = (xA + xB - 1) / (DenA + DenB - 1) 
xA and xB = numbers of exposed subjects among cases and controls respectively 
DenA and DenB = the numbers of cases and controls respectively. 
 

Confidence intervals for the odds ratio are estimated by formula 5.52 of Lui (2004: 109).  If there is a zero frequency, 
0.5 is first added in each cell. 
 
The attributable fraction in the population (AF) is computed by the formula provided by Lui (2004: 157).  Its confidence 
intervals are estimated by formula 7.47 (Lui 2004: 157), unless the proportion of exposed in the population (E) is 
entered, in which case they are computed by substituting the lower and upper confidence limits of the odds ratio, 
estimated by formula 5.52 of Lui (2004: 109), for OR in the formula 

AF = E (OR - 1) / [1 + E (OR - 1)]. 
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If the latter method is used, the confidence intervals should be regarded as approximate, since uncertainty of the 
exposure proportion E is not taken into account (Greenland 1999); E is regarded as a fixed value. 
If AF is less than zero, it is converted to the equivalent prevented fraction (PF) by the formula 

PF = 1 - 1 / (1 - AR) 
If there is a zero frequency, 0.5 is added in each cell before computing the attributable or prevented fraction. 
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D.  COMPARISON OF RATES THAT HAVE PERSON-TIME 
DENOMINATORS   

 
This module is designed for the analysis of cohort studies or trials that compare two incidence, 
mortality, or other rates that have person-time denominators. 
 
The findings in two groups can be compared, or a series of comparisons can be made in different 
strata or in different studies.  For each comparison, data may be entered as numerators (case 
frequencies) or rates, with their denominators.  Optionally, the prevalence of exposure in the 
population or the relevant population stratum can also be entered, for use in appraising the impact of 
exposure in the population. 
 
For stratified data, enter the data for each stratum in turn, and then click on “All strata” to obtain the 
combined results, which permit appraisal of the association while controlling for confounding effects 
of the stratifying variable or variables, and assessment of heterogeneity.   
 
For a meta-analysis, enter the data for each study in turn (as a separate stratum), and then click on 
“All strata” to compare and combine the results in separate studies. 
 
For each separate comparison, the program provides exact probabilities (Fisher's and mid-P), the 
rate ratio (with exact, Cornfield's and  Wald confidence intervals), the rate difference (with 
confidence intervals), the number needed to avoid or produce one case, and measures of the 
impact of exposure (attributable, prevented and preventable fractions)  
 
For a series of comparisons, the program computes exact probabilities (Fisher's and mid-P). a 
Mantel-Haenszel test, heterogeneity tests and measures, a test for trend, the overall rate ratio  
(with exact Fisher's and mid-P, Cornfield, Breslow and Mantel-Haenszel and Dersimonian- 
Laird confidence intervals), the overall rate difference (with precision-based and Mantel-Haenszel 
confidence intervals), measures of the impact of exposure (attributable, prevented and preventable 
fractions), the number needed to avoid one case, and (for use in meta-analysis) estimates of the 
fail-safe N and two tests for a skewed funnel plot (suggesting publication bias) . 
 
The program also provides a comparison of two numbers of events, treated as Poisson variates.  
For example, it could test the equality of numbers of deaths or other relatively rare events occurring 
in the same population in two equal time periods; denominators are not required. 
 
 
 
Exact probabilities  (See page 7 for fuller details.)   
 
The program computes exact P values (Fisher’s and mid-P, one-tailed and two-tailed).  Fisher's P has 
a conservative bias, which may be important when sample sizes are small.   Many statisticians prefer 
the mid-P value, especially when results from several studies are combined (Armitage et al. (2002: 
137) 
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Mantel-Haenszel test 
 
This overall  test of association controls for confounding effects of the stratifying variable or 
variables – e.g. of age and sex if the strata represent different age-sex groups.  In a meta-analysis, it  
is an overall test, controlling for the differences between the studies. 
 
The Mantel-Haenszel test is valid even for sparse data, provided that overall numbers are sufficient.  
A message is displayed if the overall numbers are too small to warrant use of the test. 
 
Heterogeneity tests and measures  
 
For stratified data (i.e., a series of tables), the program provides heterogeneity tests for the rate ratios 
and rate differences in the different strata.  These tests should be interpreted with caution, since their 
power is low; if the result is significant at the 0.05 level, the hypothesis of homogeneity can be 
rejected; but “a high p-value ... does not show that the measure is uniform, it only means that 
heterogeneity ... was not detected by the test” (Rothman and Greenland 1998: 276); the larger the 
strata, the more valid the test. 
 
The program also provides two measures of heterogeneity, H and I-squared, with their approximate 
95% intervals, for the rate ratios and rate differences.  An H value of less than 1.2 suggests absence 
of noteworthy  heterogeneity, whereas a value exceeding 1.5 suggests its presence, even if the 
heterogeneity test is not significant.  I-squared expresses the proportion of variation that can be 
attributed to heterogeneity (in a meta-analysis, to interstudy variation) rather than to sampling error. 
 
Estimates of the supposed common underlying value of the rate ratio and rate difference (see below) 
are of questionable value if the findings in the various strata are very disparate.   If the results are not 
uniform, explorations of possible causes - e.g. associations with study design or quality or with the 
sizes or other characteristics of the samples - may be revealing 
 
The uniformity or heterogeneity of the measures in the different strata can be appraised not only by 
these tests and measures, but by plotting the values and their confidence intervals graphically, and 
comparing them. 
 
Test for trend 
 
If three or more strata are entered, a chi-square test is performed for trend of the rate ratios.  This 
may be useful if the strata fall into a natural order, and are entered in that order. 
 
Rate ratio 
 
For each comparison, the program displays the ratio of the rate in group A to the rate in group B, and 
its 90%, 95% and 99% confidence intervals, computed by exact ( Fisher’s and mid-P) methods, as 
well as Cornfield and Wald intervals.  This ratio is likely to be of interest in epidemiological studies 
of causal associations. 
 
Difference between rates 
 
For each comparison, the program displays the difference between the rates (the rate in group A 
minus the rate in group B), with its standard error and 90%, 95% and 99% confidence intervals.  . 
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This difference is likely to be of interest in studies of the magnitude and economic aspects of public 
health problems.   
 
Overall rate ratio and overall rate difference 
 
For a series of tables (“all strata”), the program computes estimators of the overall rate ratio and the 
overall rate difference, with their 90%, 95% and 99% confidence intervals.  The rate ratio is likely to 
be of interest in epidemiological studies of causal associations, and the difference between rates in 
studies of the magnitude and economic aspects of public health problems.   The unadjusted values 
(based on the pooled data, without taking the stratification into account) are also displayed, for 
comparison. 
 
The overall rate ratio is computed by maximum-likelihood, Mantel-Haenszel and DerSimonian-
Laird methods, and its confidence intervals by exact, Mantel-Haenszel, Cornfield, Breslow and 
DerSimonian-Laird methods.  The Cornfield estimates are identical with the intervals (not displayed) 
computed by the noniterative Poisson-score procedure described by Graham et al. (2003).  The 
overall rate difference and its confidence intervals are estimated by precision-based, Mantel-
Haenszel and DerSimonian-Laird procedures, and exact intervals are also computed.   
 
The estimates of the supposed common underlying values, and their confidence intervals, should be 
treated with caution if the findings in the various strata are very disparate. The heterogeneity tests 
have a low power, and are unreliable with small frequencies (Rothman 1986: 223). 
 
The estimates based on the Mantel-Haenszel procedure are appropriate even when there are zero or 
small frequencies.  The precision-based estimates are weighted means of the stratum-specific values, 
using the reciprocals of their variances as weights.  The DerSimonian-Laird estimate uses a random-
effects model; it takes account of the variation between strata, resulting in wider confidence intervals 
and a more conservative significance test; the procedure may be inappropriate if sample sizes are 
very small.    
 
The DerSimonian-Laird estimator is based on  a random-effects model, which assumes that the strata 
provide estimates of randomly differing effects.  The variation between strata is taken into account, 
resulting in wider confidence intervals and a more conservative significance test.  The random-
effects model gives more weight to small studies, and may be inappropriate if sample sizes are very 
small.  Some investigators use it when unexplained heterogeneity is present (Fleiss and Gross 1991, 
Petitti 1994, Whitehead and Whitehead 1991).  “In essence,” say Rothman and Greenland (1198: 
668), “a random-effects model exchanges a doubtful homogeneity assumption for a fictitious 
random distribution of effects .  The advantage ... is that the standard errors and confidence limits ... 
will more accurately reflect uncertainty about unaccounted-for sources of variation”.   The 
Dersimonian-Laird estimator is not displayed if this procedure does not increase the variance of the 
ratio of proportions.  A chi-square test is reported, appraising whether the estimator differs from 
zero. 
 
Measures of the impact of exposure  
 
Measures of the impact of exposure (attributable, prevented, and preventable fractions) are 
computed, on the assumption that one group or sample (A) is exposed to a risk or protective factor, 
and the other (B) is not.  For a risk factor, the program computes the attributable fractions in the 
exposed and in the population.  For a  protective factor, it computes the prevented fractions in the 
exposed and in the population, and the preventable fraction in the population.  The attributable 
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fraction is the proportion of the rate that can (under certain assumptions) be attributed to exposure to 
the factor, and the prevented fraction is the proportion of the hypothetical rate (in the absence of 
exposure) that has been prevented by exposure. 
 
By default, the computation of the impact in the population assumes that the two groups are together 
representative of the population.  Optionally (if this assumption is incorrect), the proportion of cases 
exposed to the risk or protective factor can be entered at the keyboard, as a percentage.  This value is 
then used in the analysis, except in the overall analyses of stratified data, when the combined groups 
(in all strata) are assumed to represent the population.   
 
The method used for stratified data is appropriate for sparse data as well as for samples with large 
numbers.  The assumption is made that the risk ratio is uniform across the strata.   
 
Measures of impact should be interpreted with caution (see Rockhill et al. 1998).  They assume that 
exposure has a causal effect, and that confounding and other biases are absent.  The preventable 
fraction is appropriate only if exposure is amenable to change.  
 
Number needed to avoid one case 
 
For use in studies in which the numerators of the rates are numbers of cases of a disease or other 
condition, or a disease complication, or death, the program reports the number of person-time units 
needed in the group with a lower rate, in order to avoid a single case.   
 
In a clinical trial where the rate is lower in the treated group than in the control group, this is the 
number needed to treat, or the number needed to treat (benefit) or NNTB (Altman 1998), i.e. the 
number of patients who must be treated in order to prevent one event (Sinclair and Bracken 1994, 
Feinstein 1995).  In a clinical trial that shows that a treatment has undesired effects (i.e., there is a 
lower rate in the control group), the number needed in the control group to avoid one case is also the 
number needed to harm or NNTH (the number of patients needed to be treated to produce one 
episode of harm) (Sackett et al. 1997: 149; Bjerre and LeLorier 2000). 
 
In an observational study of exposure to a supposed causal factor, if the rate is lower in the exposed 
group the number needed is the number who need to be exposed in order to avoid one case; whereas 
if the rate is lower in the unexposed group it is the number whose exposure must be prevented in 
order to prevent one event (assuming that the findings reflect a cause-effect relationship and that the 
causal factor and its effect are modifiable).  
 
The program displays 95% confidence limits for the number needed; these limits are the reciprocals 
of the confidence limits for the rate difference.  If one of the latter confidence limits is negative, one 
of the confidence limits of the number needed will also be negative.  For example, if group B has a 
lower rate and the rate difference is 10 per 100 (i.e. 0.1), with a confidence interval of - 5 to 25 per 
100 (spanning zero), the number needed in group B to avoid one case is 10 (the reciprocal of 0.1), 
with a confidence interval of 4 to -20, an interval that includes infinity (the reciprocal of zero).  
Since a negative number needed to avoid  a case is equivalent, if the sign in reversed, to the “number 
needed to harm”, and this is the same as the number needed in the other group to avoid a case, the 
program reports this confidence interval as: 

‘4 to infinity in B, then from infinity down to 20 in A’ 
in the hope that this will avoid  and not further confound confusion .(see Altman 1998).  This 
formulation indicates a continuous interval, first from 4 to infinity in the group with the lower rate, 
and then extending down from infinity to 20 in the other group. 
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The program also provides a formula for estimating the number needed to avoid one case in a 
different group or population, using the rate ratio observed in the study sample, on the assumption 
(not necessarily valid) that this rate ratio of rates remains applicable..  The number is the number of 
person-time units needed, i.e. the number of persons needed for 1 time unit in the group with the 
lower rate. 
 
Fail-safe N 
 
Estimates of the fail-safe N are provided for use in meta-analyses, as rough guides to the possible 
importance of the "file drawer problem", i.e. the exclusion of studies that were not  published or 
were not found for other reasons.   
 
The program computes the numbers of new "null" studies (those with an odds ratio or risk ratio of 1) 
that will suffice to bring the overall rate ratio to a negligible level (0.8, 0.9, 1.1 or 1.2).  No account 
is taken of P-values or the size of the null studies.   
 
Fail-safe N estimates based on the P-values in the various  studies are provided by module I of this 
program. 
 
Tests for a skewed funnel plot 
 
Two tests for a skewed funnel plot are performed, for use in meta-analysis.  The tests, which 
examine the association between the sizes of the effects in the component studies and their precision,  
are the regression asymmetry test and the adjusted rank correlation test.  
  
In each test, a low P value suggests possible publication bias, although the "small-study effect" 
(Sterne et al. 2000) that it indicates may have some other cause, such as the use of higher-risk 
subjects in smaller studies, resulting in an association between sample size and the effect under 
consideration.   
 
Both tests have a low power if they are based on few component studies.  The regression asymmetry 
test is generally more powerful (Egger et al. 1997; Sterne et al. 2000). A critical P level  
of at least 0.1 should be used for both tests. 
 
Comparison of two numbers of events 
 
The program can also compare two numbers of events, treated as Poisson variates.  It might be used 
to test the equality of numbers of deaths or other relatively rare events occurring in the same 
population in two equal time periods.  For this purpose, only the two numbers are entered (in the 
"Numerator" boxes).  Approximate confidence intervals are computed for the ratio of the two 
numbers. 
 

METHODS 
 
Exact probabilities  
 
Formulae for the exact binomial probabilities (Fisher and mid-P) in individual comparisons are provided by Rothman 
and Boice (1982: 27-28). The program uses source code from XLIM (by A Ray Simons: version SP2.5); this is based on 
an F-distribution algorithm, supplemented by bisection and regula falsi root-solvers when there is a marked imbalance 
between the two numerators and the sample is large.  If the bisection solver (which is relatively slow) is required and the 
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sum of the numerators is 3,000 or less, a fast algorithm from David O. Martin's public-domain EXACTBB program 
(Martin and Austin 1991, 1996) is used instead.  
 
The computation of exact probabilities in stratified data is sped up by the employment of an efficient algorithm for 
calculating the coefficients of the conditional distribution (Martin and Austin 1991, 1996), using code from David O. 
Martin's public-domain EXACTBB program.                              
 
Mantel-Haenszel test 
 
The modified Mantel-Haenszel test of association is one adapted for use in cohort analyses (Breslow 1984; Rothman and 
Boice (1982: 11). It is performed without a continuity correction. 
 
Heterogeneity tests and measures  
 
Heterogeneity tests for rate ratios are now based on comparisons with the Mantel-Haenszel estimator, and the 
heterogeneity tests for rate differences are now based on comparisons with the Mantel-Haenszel estimator, the maximum 
likelihood estimator of the uniform rate ratio and the precision-based estimator of the rate difference.  The tests use the 
Wald statistic (Rothman and Greenland 1998: 275-277). 
 
The measures of heterogeneity,  H and I-squared, are described by Higgins and Thompson (2002).  H is computed by 
Higgins and Thompson's formula 6, and increased to 1, indicating absence of heterogeneity, if it less than 1.  A test- 
based interval is computed by Method III.  I-squared and its 95% interval are computed from H, by formula 10. 
 
Test for trend 
 
The test for trend of rate ratios uses formula 8 of Breslow (1984). 
 
Rate ratio 
 
Confidence intervals for the rate ratio are estimated by the Cornfield method (Cornfield 1956). Unless the rate ratio is 
zero or infinity, Wald intervals (based on the standard deviation of the log of the rate ratio) are also estimated (Rothman 
et al. 2008, pp. 244-245). Exact binomial intervals (Fisher’s and mid-P) are estimated as well, unless there are more than 
20 strata. 

 
Rate difference 
 
Confidence intervals for the rate difference are based on formula 11-15 in Rothman (1986).  Exact binomial intervals are 
also estimated, unless there are more than 20 strata. 
 
Overall rate ratio and overall rate difference 
 
The computation of exact confidence intervals for the overall rate is sped up by the employment of an efficient 
algorithm for calculating the coefficients of the conditional distribution (Martin and Austin 1991, 1996), using code from 
David O. Martin's public-domain EXACTBB program.   The Mantel-Haenszel estimate of the overall rate ratio is based 
on formula 12.27 of Rothman (1986).  Its confidence intervals are based on the variance computed by the method of 
Greenland and Robins (1985): formula 12-50 of Rothman (1986).  The maximum-likelihood estimate is obtained by an 
iterative procedure (Rothman 1986: formula 12-17) starting with the Mantel-Haenszel estimator.  Confidence intervals 
(Breslow's method) are based on formula 12-49 of Rothman (1986).  The Cornfield estimates of confidence intervals are 
based on Miettinen and Nurminen's extension of Cornfield's method (Cornfield 1956; Miettinen and Nurminen 1985).  
The Cornfield estimates are computed without a continuity correction, as recommended by Guess et al. (1987) on the 
basis of limited simulation studies. 
 
The Mantel-Haenszel estimates of the overall rate difference and its confidence intervals are now computed by the 
method described by Rothman and Greenland (1998: pp 269-270), which is appropriate even if the data are sparsely 
distributed.  The precision-based estimates are based on formulae 12-1, 12-2 and 12-3 of Rothman (1986); they are 
appropriate only if the number in each stratum is large. 
 
In the random-effects DerSimonian-Laird procedure (DerSimonian and Laird 1986) for the rate ratio, the log rate ratio 
for each stratum, and its standard error, are computed after changing any zero rate to  



         D.   RATES WITH PERSON-TIME DENOMINATORS 
   

 

 

48

 0.0001 / Base  
(where Base = 1,000 or whatever other base is used for the rates).  The Q statistic, which plays a central role in the 
analysis, is based on the data for separate strata and the Mantel-Haenszel estimator of the rate ratio or rate difference.  If 
Q + 1 is less than the number of strata the random-effects and fixed-effect models yield identical results. 

 
Measures of the impact of exposure 
 
Attributable and prevented fractions in the exposed are calculated from the rate ratio (R); for stratified data, the Mantel- 
Haenszel rate ratio is used.  The formulae are 

(R - 1)  /  R  
for the attributable fraction, and  

1 - R  
for the prevented fraction.  Confidence intervals are estimated by replacing R in these formulae with its upper and lower 
Fisher’s confidence limits.  
 
If the data are not stratified, or refer to a single stratum, the attributable, prevented and preventable fractions in the 
population are calculated from the rate ratio (R) and the proportion of cases exposed to the risk or protective factor in the 
population (E).  By default, E is computed from the numerators entered for the two groups, on the assumption that 
together they represent the cases in the population (or population stratum).  Optionally (if this assumption is incorrect), E 
can be entered at the keyboard, as a percentage.  The formula for the population attributable fraction (AFp) is 

 E(R - 1) / R, 
 and (if AFp is negative) the population prevented fraction (PFp) is computed as 

 1 - 1 / (1 - AFp).  
 For a risk factor, the preventable fraction (if appropriate) is the same as the attributable fraction; for a protective factor, 
it is calculated in the same way as the attributable fraction, after relabelling the exposed as "unexposed" and the 
unexposed as "exposed".  Confidence intervals are estimated by the same formulae, but replacing R with its lower and 
upper confidence limits (Daly 1998).  These intervals should be regarded as approximate, since uncertainty of the 
exposure proportion E is not taken into account (Greenland 1999); E is regarded as a fixed value. 
 
If stratified data are entered, attributable, prevented and preventable fractions in the total population are computed from 
the Mantel-Haenszel rate ratio and the proportion of cases (i.e., individuals enumerated in the numerators of the exposed 
and unexposed groups) exposed to the risk or protective factor.  These proportions are computed by combining the 
numbers entered for the two groups in each stratum, without reference to any values entered for E (see above), on the 
assumption that the combined groups represent the population.   Formula 16-24 of Rothman and Greenland (1998, p. 
296) is used for the attributable fraction in the population (AFp); if its value is negative, it is converted to the 
corresponding preventive fraction (see conversion equation, below).   For the preventable fraction, the same formula is 
used as for the attributable fraction, after relabelling the exposed and unexposed.  For stratified data, confidence intervals 
are computed from the variance of ln(1 - AFp), using formula 16-25 of Rothman and Greenland (1998, p. 296).  
 
If the lower confidence limit of an attributable fraction (AF) is negative, the prevented fraction (PF) equivalent to this 
negative value is shown; and vice versa.  The conversion equations used for this purpose are: 

PF = 1 - 1 / (1 - AF)  and 
AF = 1 - 1 / (1 - PF). 

     
In some instances confidence intervals are not shown because zero values interfere with their computation.     
 
Number needed to avoid one case 
 
The number needed is the reciprocal of the rate difference.  In a stratified analysis, the reciprocal of the Mantel-Haenszel 
rate differences is used. The 95% confidence limits for the number needed  are the reciprocals of the 95% confidence 
limits for the rate difference.   
 
A formula is provided for estimating the "number needed to avoid one event" in a different sample or population, on the 
assumption (not necessarily valid) that the rate ratio observed in the study sample remains appropriate (Chatellier et al 
1996; Smeeth et al. 1999).  The formula is: 
  Number needed = X / P, 
where X = 1 / (1 / (1 - RR) / Base) 

P = rate per 1000 person-time units in group A (if RR > 1) or B (if RR < 1).  
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RR = the rate ratio or its reciprocal (whichever is < 1) 
 
Fail-safe N 
 
The fail-safe N is computed by the following formula, which is derived from Orwin's effect-size formula (Orwin 1983; Hedges 
and Olkin 1985, formula 9, p. 306; or Iyengar and Greenhouse 1988, formula 5): 

Fail-safe N = k[abs(R) - abs(C)] / abs{C} 
where k = No. of studies included in the analysis 
       R = log of the overall rate ratio 
      C = log of the chosen "negligible value" [0.8, 0.9, 1.1 or 1.2). 
 
Tests for a skewed funnel plot 
 
The regression asymmetry test (Egger et al. 1997) uses linear regression.  It regresses the standard normal deviate (SND), 
defined as the effect measure divided by its standard error) against precision (the inverse of the standard error of the effect 
measure). In both this test and the adjusted rank correlation test, the measure of effect is the log of the rate ratio..  The 
regression equation is 

SND = intercept + b x precision. 
In the absence of bias, an intercept of zero is expected.  The program reports the intercept and its 90% confidence interval, and 
tests its difference from zero; two-tailed P is displayed.  The usual formulae for least-squares linear regression are used (e.g. 
Woolson and Clarke 2002: 309-311; Zar 1998: formula 17.21). 
 
The adjusted rank correlation test (Begg and Mazumdar 1994) uses Kendall's rank correlation  (Siegel and Castellan 1988: 
245-54) to appraise the association between the sizes of the effects in the component studies (after first standardizing these 
effect measures) and their standard errors.  In the absence of bias, a  tau of zero is expected.  Allowance is made for ties in the 
computation.  If there are 30 or fewer component studies, tables of critical levels for one-tailed P = 0.05, 0.025, 0.01, and 0.005 
(Siegel and Castellan 1988: Tables RI and RII) are used.  If two-tailed P exceeds 0.01 according to these tables, and for larger 
samples, a Z test (making allowance for ties) is used (Armitage et al. 2002: 290).  The two-tailed P value is displayed. 
 
Comparison of two numbers of events 
 
If the sum of the two values is under 60, a binomial test is used (Siegel and Castellan 1988: 38-44, formula 4.2), with a 
binomial probability of 0.5.  If the sum is 60 or more, the program uses a chi-square goodness-of-fit test (Siegel and 
Castellan 1988: 45-61, formula 4.5).  Approximate confidence intervals for the ratio of Poisson variates a to b are 
estimated by regarding  a / (a + b) as a binomial parameter (Ederer and Mantel 1974; Armitage et al. 2002: 157) and 
computing its confidence intervals. 
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E.  COMPARISON OF BINARY (“YES-NO”) DATA 
IN A STUDY USING CLUSTER SAMPLES  

 
This module provides procedures for the analysis of clustered binary (“yes-no”) data.   It compares 
the findings observed in two independent groups in a study (a trial, case-control study, or other 
comparison) in which clusters of individuals or observations are used as sampling units.   It might be 
used, for example, in a  comparison of two samples whose sampling units are clusters of individuals, 
or in a study in which a cluster of observations is made on each member of each sample, at different 
times or at different body sites, e.g. in each eye or on various tooth surfaces.  The clusters can vary 
in size, and there can be different numbers of clusters in the two groups.  
 
Before entering the data, one category (e.g. “cases”, “exposed”, “died”, or “carious”) must be 
defined as “yes”.  For each cluster in each group, the size of the cluster (the number of observations) 
and the number of “yes” observations in the cluster) is then entered.  
 
For stratified data, enter the table for each stratum in turn, and then click on “All strata” to obtain 
the combined results, which permit appraisal of the association while controlling for confounding 
effects of the stratifying variable or variables, and assessment of heterogeneity.   
 
For a meta-analysis, enter the table for each study in turn  (as a separate stratum), and then click on 
“All strata” to compare and combine the results in separate studies.  
 
The program provides two procedures that estimate confidence intervals for the risk difference, 
compensating for the effect of clustering on the variance (the design effect). 
 
It also uses the Rao-Scott and Donald-Donner procedures to compare the groups while adjusting 
for intracluster correlations. For each comparison, each of the two procedures provides a chi-square 
test and an odds ratio, with approximate 90%, 96% and 99% confidence intervals.  The Rao-Scott 
procedure also computes the design effect (the variance inflation factor) in each group, and the 
effective sample sizes (the number of observations divided by the design factor).  The Donald-
Donner procedure provides estimators of the intraclass correlation coefficients in the two groups.  
An analysis of variance table is displayed. For a series of tables, the program displays Mantel-
Haenszel chi-square tests and overall odds ratios (with approximate 90%, 96% and 99% confidence 
intervals) computed by both methods, estimates of the intraclass correlation coefficients in the two 
groups, and estimates of the fail-safe N. For comparison, unadjusted results (ignoring the 
clustering of observations) are also displayed.   
 
 
Confidence intervals for the risk difference 
 
90%, 95%, and 99% confidence intervals for the risk difference (i.e, the difference between the 
proportions of ‘yes’ observations in the two groups) are estimated by two simple methods suggested 
by Paul and Zaihra (2008), and shown by computer simulations to be at least as good as other 
procedures. These methods compensate for the effect of clustering on the  variance (the design 
effect), but no account is taken of the possible effects of over-dispersion or intraclass correlation. 
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One method (referred to by Paul and Zaihra as C2) is based on the estimate of the variance of a ratio 
estimator, and the other (method S2) is based on a robust ‘sandwich’ estimator of the variance of the 
regression estimator. Computer simulations demonstrate the advantages of the former method. 
 
Confidence intervals for the risk ratio 
 
90%, 95%, and 99% confidence intervals for the risk ratio (i.e., the ratio of the proportions of ‘yes’ 
observations in the two groups) are estimated by a method suggested by Zaihra and Paul (2010) and  
referred to as the MR3 method.  
 
Rao-Scott and Donald-Donner procedures 
 
The Rao-Scott procedure (Rao and Scott (1992) and the Donald-Donner procedure (Donald and 
Donner 1987) compare the groups while adjusting for intracluster correlations.   Each procedure has 
its advantages (Ahn and Odom-Maryon 1995, Donner et al. 1994).  The Donald-Donner procedure 
may be preferred if the samples were selected by randomization, since it uses a pooled estimate of 
the intraclass correlation, based on the assumption that the clustering effect is the same in the two 
groups.  The Rao-Scott  procedure does not require this assumption, and estimates design effects 
separately for each group.  The Donald-Donner procedure tends to make a  conservative adjustment 
to the chi-square test and to provide unduly wide confidence intervals for the odds ratio.   
 
Fail-safe N 
 
Estimates of the fail-safe N are provided for use in meta-analyses, as rough guides to the possible 
importance of the "file drawer problem", i.e.  the exclusion of studies that were not published or not 
found for other reasons.  The program computes the numbers of new "null" studies (with an odds 
ratio of 1) that will suffice to bring the overall Rao-Scott or Donald-Donner odds ratio (in turn) to a 
negligible level (0.8, 0.9, 1.1 or 1.2).  
 
Fail-safe N estimates based on the P-values in the various studies are provided by module I of this 
program. 
 

METHODS 
 
If there are no “yes” observations in a group, computation is made possible by changing the number of “yes” 
observations in its largest cluster from 0 to 1.  Similarly, if there are “yes” observations only, the number of “yes” 
observations in its largest cluster is reduced by 1.  In such instances the results underestimate the difference between the 
two groups. 
 
Confidence intervals for the risk difference 
 
The two methods are described by Paul and Zaihra (2008) The method based on the estimate of a ratio estimator (method 
C2) uses formula 4, after adjusting the  estimated probability of ‘yes’ observations, as explained at the foot of page 4210. 
The method based on the sandwich estimator of the variance of the regression estimator (method S2) is described on 
page 4211. 
 
Confidence intervals for the risk ratio 
 
Formula 6 of Zaihra and Paul (2010) is used, substituting vi for var(πi). 
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Rao-Scott and Donald-Donner procedures     
 
The Rao-Scott procedure is described by Rao and Scott (1992) and Shoukri and Pause (1999: 65-85); n in Rao and 
Scott’s equation 3 (design effect) has been changed to (n-1), to conform with the binomial-variance formula 24.21 of Zar 
(1998).  The Donald-Donner procedure is described by Donald and Donner (1987) and Shoukri and Pause (1999: 65-85).   
 
In the Donald-Donner procedure, negative intraclass correlation coefficients are truncated to 0.   
 
The analysis can handle up to 40 strata (with up to 200 clusters per stratum).   
 
Fail-safe N 
 
The fail-safe N is computed separately for each of the adjusted common odds ratios. 
 
The fail-safe N is computed by the following formula, which is derived from Orwin's effect-size formula (Orwin 1983; Hedges 
and Olkin 1985, formula 9, p. 306; or Iyengar and Greenhouse 1988, formula 5): 

Fail-safe N = k[abs(R) - abs(C)] / abs{C} 
where k = No. of studies included in the analysis 
       R = log of the overall odds ratio or risk ratio  

C = log of the chosen "negligible value" [0.8, 0.9, 1.1 or 1.2). 
 
Unadjusted results  
 
The usual chi-square test is performed for a single comparison (Zar 1998:  formula 23.6}.  The unadjusted testss for 
stratified data are based on Hauck's variance formula and the usual Mantel-Haenszel test (Donald and Donner 1987: 
formulae 3 and 5).   
 
The unadjusted odds ratio is based on the pooled findings. Approximate confidence intervals are computed by Woolf’s 
logit method (Morris and Gardner 200, pp. 60-62). 
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F1.  COMPARISON OF CATEGORICAL DATA 
(THREE OR MORE NOMINAL CATEGORIES) 

 
This module can be used to analyse any simple 2 x k contingency table (derived from an 
observational study or from a trial) that compares two independent groups with respect to a nominal 
variable that has three or more categories, or a  series of such tables representing the findings in 
different strata or in different studies.   Module F2 of this program should be used if the categories 
fall into a natural order.  Module G is preferable for comparisons of cases and controls with respect 
to their exposure to a risk or protective factor that has three or more levels.  
 
The categories may be entered in any order; but if there is a reference category it should be entered 
first. 
 
For stratified data, enter the table for each stratum in turn, and then click on "All strata" to obtain the 
combined results,  which permit appraisal of the association while controlling for confounding 
effects of the stratifying variable or variables, and assessment of heterogeneity.   
 
For a meta-analysis, enter the table for each study in turn  (as a separate stratum), and then click on 
"All strata" to compare and combine the results in separate studies.  
 
For each table entered, the program provides exact probabilities (Fisher's and mid-P), chi-square 
tests of association (with adjusted residuals, comparisons of categories, and optional partitioning), 
Goodman and Kruskal's tau, Theil's uncertainty coefficient U,  Sakoda’s modified contingency 
coefficient, phi, and Cohen’s w, compares the distribution of the categories in the two groups, and 
computes Shannon's index of the diversity of distribution among the categories.   
 
For a series of tables with the same number of categories in each, the program provides an extended 
Mantel-Haenszel test for nominal categories. 
 
 
 
Exact probabilities  (See page 7 for fuller details.) 
 
Fisher's and mid-P exact probabilities are computed.  They are based on the conditional 
probabilities, given the marginal frequencies, of all possible constellations of values, on the 
assumption that the variables are independent.  Fisher's P is the sum of the probabilities of all 
constellations with probabilities lower than, or as low as, the probability of the observed set of 
values.  The mid-P estimate is similar, except that probabilities that are identical to the probability of 
the observed values are halved before they are added to the sum.   A mid-P value "does not guarantee 
that the Type I error rate falls below a fixed value.  However, it usually performs well and is less 
conservative than Fisher's exact test" (Agresti 1996: 43).  Armitage et al. (2002: 120) recommend that 
both the Fisher P and the mid-P value should be given.  Extensive simulations indicate that the mid-P 
exact test is the method of choice in small samples (Lydersen et al. 2007). 
  
Since all possible constellations are taken into account, the probabilities are essentially two-tailed. 
 
Computation may be slow if numbers are large or there are many categories.  In such instances 
computation may pause, and can be optionally terminated if the interim P (which grows by accretion 
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during the analysis) is sufficiently informative. If the analysis is likely to be unconscionably slow, it 
is not done. 
 
Chi-square tests of association  
 
The program performs both conventional (Pearson) and log-likelihood-ratio chi-square (G2) tests.  In 
addition, Haldane's large-table chi-square test (Maxwell 1961: 41-44) is performed if there are over 
30 categories. 
 
Pearson and log-likelihood-ratio chi-square tests generally lead to the same conclusions.  When 
they do not, many statisticians prefer the log-likelihood-ratio test (Zar 1998: 506). Whenever 
Williams's criterion for preferring the log-likelihood-ratio chi-square to the Pearson chi-square is 
met – i.e. if any expected frequency (under the null hypothesis) is less than its difference from the 
observed frequency (Williams 1976) – the program displays a message to this effect. 
 
Chi-square tests may be misleading if the expected frequencies (under the null hypothesis) are too 
small.  Cochran (1954) recommended that fewer than one-fifth of the cells should have expected 
frequencies of less than 5, and none should have an expected frequency of less than 1.  The program 
displays a warning if these conditions are not met.  A warning is also shown if the mean frequency 
per cell is under 5, since the likelihood-ratio test may then be of low validity; the P-value tends to be 
too high if most expected values are less than 0.5, and too low if most expected values are between 
0.5 and 5 (Agresti 1996: 194).    
 
The validity of Haldane's large-table chi-square test is not affected by zero or small cell 
frequencies. Two alternative methods of appraisal are provided: a Z value and a suggested 
improvement, Bartlett's modified chi-square. 
 
Adjusted residuals are displayed.  These show which cells contribute most to the chi-square, and 
may be helpful in determining the sources of a significant association.  The residuals have been 
converted to Z scores so as to indicate their statistical significance.  An adjusted residual over 1.96 
or under -1.96, for example, indicates significance at the P < 0.05 level.   
 
Multiple comparisons are performed, based on a series of 2 x 2 tables in which each category in turn 
is compared with the first one.  This should be kept in mind when entering the data – if there is a 
reference category (for example, a control group in a trial or observational study), it should be 
entered first.  Odds ratios are displayed as well as chi-squares. The P-values are modified so as to 
make them appropriate for multiple tests.  In addition, pairwise comparisons of all categories are 
performed (unless there are more that eight categories); two sets of P values are displayed – one 
suitable for planned comparisons, and one appropriate for multiple tests without a priori hypotheses. 
 
Partitioning of chi-square may help to determine just where the differences are. It is generally 
recommended that chi-square should be partitioned only if a significant association has been found.   
If the option for partitioning chi-square is selected, categories that are believed to be similar, a priori 
or after inspection of the data, must be indicated..  The program then performs likelihood-ratio chi-
square tests on two new tables: (a) a table confined to (and hence comparing) these selected 
categories, and (b) the whole table, but with the selected categories combined (so as to ignore the 
variation of these categories), on the assumption that they are indeed similar.  The sum of the two 
chi-squares is the chi-square for the original table.  Two P values are reported for each test – one for 
testing an a priori hypothesis, and one for testing a hypothesis suggested by the data. 
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Mantel-Haenszel test for nominal categories 
 
This overall  test of association controls for confounding effects of the stratifying variable or 
variables – e.g. of age and sex if the strata represent different age-sex groups. In a meta-analysis, it  
is an overall test, controlling for the differences between the studies. 
 
The test is not done if the number of categories varies in different strata or if there are over 40 
categories or over 40 strata.   
 
Goodman and Kruskal's tau 
 
Goodman and Kruskal's tau, a proportional-reduction-in-errors measure of the association between 
two nominal-scale variables (here, the “yes-no” variable  and the other variable), expresses the 
extent to which knowledge of the distribution of one variable enhances the accuracy with which the 
other can be predicted (Blalock 1979: 307-310; Jacobson 1976: 430-434; Agresti 1990: 24-25).  It 
varies from 0, which means that the one variable is no help in predicting the other, to 1, which means 
that the one variable perfectly specifies the other.  Tau is calculated for predictions in each direction.  
A symmetric (nondirectional) version is also computed.   
 
Tau is influenced by the marginal totals, and is therefore generally of use only if the data come from 
a total group or population of interest, or a representative sample of such a group or population.  The 
results may be misleading if the marginal totals are determined arbitrarily, as in case-control or 
cohort studies in which samples of arbitrary sizes are compared. 
 
Theil's uncertainty coefficient U 
 
Theil's uncertainty coefficient U, like Goodman and Kruskal's tau, is a proportional-reduction-in-
errors measure of the association for between two nominal-scale variables (here, the “yes-no” 
variable and the other variable)  (Agresti 1990: 25; Press et al. 1989: 527-552).  It indicates the 
extent to which knowing the distribution of one variable enhances accuracy in predicting the 
distribution of the other.  The possible range is from 0 (no association) to 1 (complete dependence).   
 
U coefficients are computed for predictions in both directions, as well as a symmetric 
(nondirectional) weighted average. 
 
Like Goodman and Kruskal's tau (see above), U is influenced by the marginal totals. 
 
Phi 
 
Phi (Siegel and Castellan 1988: 232-235), a measure of association based on chi-square, can vary 
from 0 to 1.  In a 2 x k table, it is equivalent to Cramer’s V (Siegel and Castellan 1988: 225-232). 
 
Like Goodman and Kruskal's tau (see above), phi is influenced by the marginal totals.  
 
Sakoda’s modified contingency coefficient 
 
This modification of Pearson’s contingency coefficient is also a measure of association based on chi-
square, and can also vary from 0 to 1. It can be interpreted as a proportion of the maximum variation 
between the variables. 
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Cohen's w  
 
Cohen's w is an effect-size index that  expresses the strength of the association between the row and 
column variables.  It is computed from chi-square, and can exceed 1. By Cohen's criteria, 0.5 or 
more indicates a large effect size, 0.3 or more (but less than 0.5) indicates a medium effect size, and 
0.1 or more (but less than 0.3) indicates a small effect size (Cohen 1988: 222 - 226). Cohen (1988) 
warns that these criteria should be used only when there is no better basis for evaluation. An adjusted 
w, controlling for the size of the table, is also computed, as suggested by Sheskin (2007: 658). 
 
Distribution of the categories  
 
The program displays the percentage distribution of the categories in each of the two groups.  For 
each category, it shows the difference between the percentages observed in the two groups, and the 
ratio of the percentages observed in the two groups. The percentage distribution in each row is also 
displayed, with the corresponding differences and ratios. 
 
Shannon's index of the diversity of distribution 
 
Shannon's index (Shannon 1948), which expresses the distribution of observations among the 
categories, is computed for each of the two groups, and the difference between the indices in the two 
groups is tested.  
 
The Shannon index is high (close to 1) if the distribution is even, and low (close to 0) if it is uneven.  
Since it is affected by the number of categories, relative diversity is also displayed, expressing the 
index as a percentage of the maximum possible value for the given number of nonzero categories. 
 
Especially in a small sample, Shannon's index is an underestimate of the diversity in the sampled 
population.  The relative diversity is typically an overestimate (Zar 1998: 50-42). 
 
The test comparing the indices is not meaningful if the sizes of the groups are determined arbitrarily, 
as in case-control or cohort studies in which samples of arbitrary sizes are compared. 

 
METHODS 

 
Exact probabilities 
 
The computation of exact probabilities is explained by Maxwell (1961: 46-50).    The probability of every possible 
combination of frequencies, taking the marginal frequencies as fixed, is computed in turn.  If the probability is lower 
than the probability of the observed frequency table, it is included in the cumulative estimate, both for Fisher's P and for 
the mid-P estimate.  If the probability of the combination is the same as the probability of the observed table, it is 
included in Fisher's P, and half its value is added to the mid-P estimate. 

 
Chi-square tests of association  
 
Formulae for chi-square are provided by most statistics textbooks, (e.g. Zar 1998: formula 23.1 for Pearson's chi-square 
and 22.11 for the likelihood ratio test).  The computation of likelihood-ratio chi-squares when there is a zero frequency is  
made possible by changing the zero to 0.0000001; an appropriate message is displayed. 
 
Haldane's large-table chi-square test  is based on the exact mean and variance of chi-square.  Formulae are provided by 
Maxwell (1961: 41-44). 
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Adjusted residuals are the discrepancies between the observed frequencies and the values expected under the null 
hypothesis, converted to Z scores.  The procedure is described by Everitt (1977:46-48; formulae 3.6 to 3.8) and Agresti 
(1996: 31-32; formula 2.4.4 ).   
 
The multiple comparisons of categories are based on likelihood-ratio chi-square tests.  Since these tests are not 
independent, the P-values are modified so as to make them appropriate for multiple tests (Everitt 1977: 44-46; Golbeck 
1994), using Bonferroni adjustments. P is multiplied by the number of tests performed (Golbeck 1994).  
 
Chi-square partitioning is described by (among others) Everitt (1977: 41-44), Agresti (1990: 50-54 and 1996: 32-33), 
and Siegel and Castellan (1988: 118-123). The P-value for testing an a priori hypothesis is based on the degrees of 
freedom in the table tested.  The alternative (conservative) P-values provided for testing a posteriori hypotheses are 
based on the degrees of freedom in the total (original) table, so that "it is in no way necessary to decide a priori (i.e. 
before seeing the data), what combinations are to be tested and one may be guided by the data themselves in deciding 
what to test" (Gabriel 1966). 
 
Mantel-Haenszel test for nominal categories 
 
The extended (generalized) Mantel-Haenszel test for nominal categories is described by Agresti (1990: 234-5).  Matrix 
calculations are required. 
 
Goodman and Kruskal's tau 
 
Goodman and Kruskal's tau (Agresti 1990: 24) is computed twice, with fixed marginal totals for the row variable and the 
column variable in turn; a symmetric version is also computed.  For detailed formulae, see Jacobson 1976 or Gahlinger 
and Abramson 1995: 47.   
 
Theil's uncertainty coefficient U 
 
Theil's uncertainty coefficient  is computed  by formulae 12.6.15, 13.6.16, and 13.6.16 of Press et al. (1989: 530), using 
an adaptation of the cstab2 procedure (Press et al. 1989: 530-531).   
 
Phi 
 

The formula for phi is  phi = √(chi-square / N)  where N = total number of observations. 
 
Sakoda's modified contingency coefficient 
 
In a 2 x k  table, the formula is  C / √(0.5) 
where C = Pearson’s contingency coefficient 

    = √[chi-square / (chi-square + N)] 
N = total number of observations. 

 
Cohen's w  
 
Cohen's effect-size index (w) is computed by the formula 

w = √ (chi-square / N)   (Volker 2006: formula 17).  
The adjusted w takes account of the size of the table by using Sakoda's contingency coefficient S:  

w =  √(S2 / (1 - S2))  (Sheskin  2007: 658) 
 
Shannon's index of the diversity of distribution 
 
Formulae for Shannon's index and relative diversity are provided by Zar (1998: formulae 4.18 to 4.20).  The test for the 
difference between two diversity indices (Hutcheson 1970) is described by Zar (1998: 156-158).  Logs to base 10 are 
used in the computations. 
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F2.  COMPARISON OF CATEGORICAL DATA 
(THREE OR MORE ORDERED CATEGORIES) 

 
This module can be used to analyse any simple 2 x k contingency table (derived from an 
observational study or from a trial) that compares two independent groups with respect to an ordinal 
variable that has three or more categories, or a series of such tables representing the findings in 
different strata or in different studies.   Module G of this program is preferable for comparing cases 
and controls with respect to their exposure to a risk or protective factor with three or more levels.  
 
The categories must be entered in the correct order, starting at either end of the scale; if there is a 
reference category it should be entered first.  In a follow-up study that compares the changes 
observed in two independent groups, with categories ranging from extreme change in one direction 
to extreme change in the other (based on paired before-after ratings), the “no change” category must 
be specified. 
  
By default, the categories are given scores of 1, 2, 3 etc., for use in some of the tests and measures.  
If these scores are inappropriate, they can be changed to others that better express relative magnitude 
or degree.  Appropriate scores for age categories, for example, night be the mid-points of age ranges, 
and for smoking categories, they might be the median numbers of cigarettes per day 
 
For stratified data, enter the table for each stratum in turn, and then click on “All strata” to obtain 
the combined results,  which permit appraisal of the association while controlling for confounding 
effects of the stratifying variable or variables, and assessment of heterogeneity.   
 
For a meta-analysis, enter the table for each study in turn  (as a separate stratum), and then click on 
“All strata” to compare and combine the results in separate studies.  
 
For each table entered, the program provides an extended Mantel-Haenszel test, a T-test for 
trend, a  Mann-Whitney test, a Brunner-Munzel test, Kolmogorov-Smirnov and Cramer-von 
Mises tests, an optional  Strickland-Lu  test, theta (the probability that a value in one  group will be 
higher than a value in the other), odds ratios,  and regression and correlation coefficients, and (as 
an option) tests for a difference in one tail of the distribution, i.e. in the part of the distribution 
beyond a selected threshold. Measures of the similarity or dissimilarity of the distributions (PSR and 
ABC) are provided. 
 
For a series of tables, the program provides an extended Mantel-Haenszel procedure; a Mann-
Whitney test (van Elteren procedure); tests and measures of heterogeneity; odds ratios,  and 
regression and correlation coefficients. 
 
 
Extended Mantel-Haenszel test 
 
The extended Mantel-Haenszel test (Mantel extension test), which is based on the scores allocated to 
the categories (see above), is regarded as a test for trend, since it is much more capable of detecting 
linear and other monotonic relationships than other associations; but a significant result can also be 
produced by a non-monotonic association (Rothman and Greenland 1998: 314).   
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The test is applied both to a single table and to stratified data ( provided that the number of 
categories is the same in each stratum).  Two-tailed and (for single tables) one-tailed P-values are 
shown. 
 
The test is appropriate for sparse data, but (in a single table) at least two of the cell frequencies for 
each of the two groups must be large.. For stratified data, at least two of the cell frequencies for each 
group, summed across the strata. must be large  (Rothman and Greenland 1998: 315).   
 
T-test for trend 

The T-test for trend (Barlow et al. 1972), which is based on contrasts and does not use the arbitrary 
scores allocated to categories (see above) is reported to be more powerful than the Mantel extension 
test with respect to monotonic relationships, and less likely to produce significant results because of 
non-monotonic associations (Leuraud and Benichou 2001). 

The test is applied to single tables only. Two-tailed and one-tailed P values are shown.. 
 
Mann-Whitney test 

The Mann-Whitney test (the Wilcoxon-Mann-Whitney test, or Wilcoxon rank-sum test) is based on 
the ranks of the observations; it  does  not require scores for the categories.. The null hypothesis is 
that the ranks are similar in both groups, and the alternative hypothesis is that the observations in one 
group tend to have higher ranks than those in the other. On the assumption that the distributions are 
similar in shape, it is a test for the difference between medians. 
 
If stratified data are entered each stratum is analysed separately, and the strata are then combined for 
testing by the van Elteren procedure so as to control for possible confounding effects of the 
stratifying variables.  Caution should be used if the strata are small, or (Mehrotra et al. 2010) if the 
results in the various strata are very different. 

One-tailed and two-tailed P values are shown.  The program displays, but does not explain, five 
values (m, n, U1, U2, and Wx) that can be employed to obtain more exact P values if the groups are 
small (see “Methods”, below). 

Brunner-Munzel test 

Like the Mann-Whitney test, the  Brunner-Munzel test (Brunner and Munzel 2000) is based on the 
ranks of the observations, and does  not require scores for the categories. This nonparametric test is 
appropriate when variances may be unequal, normality cannot be assumed,  and the distributions 
may be skewed (Neuhauser 2010). When variances differ or the distributions are skewed, the test 
generally performs better than the Mann-Whitney test (Fagerland and Sandvik 2009). The null 
hypothesis is that there is a probability of  0.5 that a randomly selected observation in one sample 
will be higher (or lower) than a randomly selected observation in the other sample (a "relative effect" 
of 0.5). 

The test is not performed if there are fewer that 10 observations in either sample. 
 
Kolmogorov-Smirnov and Cramer-von Mises tests 
 
The  Kolmogorov-Smirnov two-sample test and the Cramer-Von Mises test are tests for general 
differences between the distributions in the two groups.  They test whether the samples have been 
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drawn from the same population (or populations with identical distributions). They are sensitive to 
differences in central tendency, spread, and symmetry or skewness, as well as in trend.  
 
The Cramer-von Mises test is often more powerful than the Kolmogorov-Smirnov test (Sprent 1993: 
128). 
 
Strickland-Lu test 
 
The Strickland-Lu test is performed only if a “no change” category is specified (see above).  It is a 
test for the difference between the changes observed in two independent groups, in a follow-up study 
in which change, appraised by comparing paired “before” and “after” ratings for each individual, is 
expressed in an ordinal degree-of-change scale whose categories range from extreme change in one 
direction to extreme change in the other (Strickland and Lu 2003).  The degree-of-change data for 
each group must be entered, and the category representing “no change” must be specified.  
 
Two-tailed and one-tailed P values are computed using two alternative logit models – a proportional-
odds model and an adjacent-category-odds model (which, in effect, gives the same weight to any 
change in a particular direction).  When there is a large difference between the groups, the test may 
slightly overestimate significance. 
 
Tests for a difference in one tail 
 
Tests are offered for a difference in one tail of the distribution of any ordinal or interval-scale 
variable, i.e. in the part of the distribution beyond any selected threshold.  The tests are done if a 
threshold is entered for this purpose. The successive values are treated as separate categories, and 
their frequencies in each group must be entered. 
 
These tests were proposed for comparisons of the lifespans of two samples of rats in trials of 
interventions intended to increase life-span, comparing the probability of lifespans above some 
threshold defined as “old”.  They could also be used for other upper-tail comparisons (of, for 
example, the blood pressures of hypertensives), or for lower-tail comparisons. 
 
Two tests are performed.  One test simply compares the proportions that are above  the threshold; it 
is basically an appraisal of a 2x2 table (i.e., not beyond the threshold, versus beyond the threshold).  
The program uses the Mehotra score test (Mehotra et al. 2003), which Wang et al. (2004) found to 
be preferable to an ordinary chi-square test for this purpose. 
 
The second test takes account not only of whether observations are beyond the threshold, but also of 
“the magnitudes by which observations exceed the threshold” using an approach tested and 
advocated by Gao et al. (2008), which is apparently preferable to a conditional t-test (Wang et al, 
2004). Before performing the test, the program pools all the observations that do not exceed the 
threshold into a single first category. If only this test is required, data entry can be simplified by 
summing these frequencies manually, and entering them as a single first category; but this will of 
course invalidate the module's other results. 
 
Comparison of distributions 
 
The proportion of similar responses (PSR, also called the OC or overlap coefficient) and the area 
between curves (ABC, also called the dissimilarity index) are measures of the similarity or 
dissimilarity (respectively) of two distributions (Giacoletti and Heyse 2011, Mizuno et al. 2005; 
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Rom and Hwang 1996). Differences between frequency curves reflect differences both in location 
(means) and in scale (variances). 
 
The PSR measures the degree of overlap of two probability distributions. It ranges from 0%, 
indicating completely disjoint distributions, to 100%, indicating a complete overlap. It has been 
suggested that a PSR around 70% is a reasonable criterion for equivalence in clinical studies (Rom 
and Hwang 1996). 
 
The ABC is a measure of the degree of separation between two distributions. Differences between 
frequency curves reflect differences in scale (variance) as well as in location (mean). The PSR and 
ABC are related (PSR = 1 - ABC/2). 
 
The measures are estimated by two nonparametric procedures (based on Kolmogorov-Smirnov and 
Mann-Whitney tests). Non-parametric estimates avoid strong assumptions on the shape of the 
distributions, such as normality or equal variance (Stine and Heyse 2001). 
 
These measures have been suggested as aids in comparing the results of two treatments (Rom and 
Hwang 1996), in comparing the responses to administration of a drug in different 
populations(Mizuno et al. 2005), in the comparison of antibody titres of subjects who do and do not 
fall ill after vaccination, and in examining the discriminatory capacity of tests (Giacoletti and Heyse 
2011.)   
 
The PSR and ABC values are not reported if either exceeds 100%, which indicates that the  
procedures are inappropriate for this comparison, probably because the two distributions are almost 
or completely discrepant - i.e. with very little or no overlap.. 
 
Test and measures of heterogeneity 
 
Two heterogeneity tests are performed - one for the linear components of the trends in the strata, and 
one for the generalized odds ratios in the strata.  The former test is done only if the number of 
categories is the same in each stratum. 
 
The heterogeneity tests have a low power, and the results should be interpreted with caution. If the 
result is significant at the 0.05 level, the hypothesis of homogeneity can be rejected; but “a high 
pvalue ... does not show that the measure is uniform, it only means that heterogeneity ... was not 
detected by the test” (Rothman and Greenland 1998: 276); the larger the strata, the more valid the 
test. 
 
Each heterogeneity test is accompanied by two measures of heterogeneity.  These are H and I-
squared.   An H value of less than 1.2 suggests absence of noteworthy heterogeneity, whereas a 
value exceeding 1.5 suggests its presence, even if the heterogeneity test is not significant.  I-squared 
expresses the proportion of variation that can be attributed to heterogeneity (in a meta-analysis, to 
interstudy variation) rather than to sampling error. 
 
Estimates of the supposed common underlying measure, such as the generalized odds ratio, are of 
questionable value if the findings in the various strata are very disparate. If the results are not 
uniform, explorations of possible causes – e.g. associations with study design or quality or with the 
sizes or other characteristics of the samples – may be revealing. 
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The uniformity or heterogeneity of the measures in the different strata can be appraised not only by 
these tests and measures, but by plotting the values and their confidence intervals graphically.   
 
Theta 
 
Theta (Ryu and Agresti 2008), or U/mn (Newcombe 2006), is an estimate of  the probability that a 
randomly selected subject in group B will have a more extreme value (i.e., will fall into a category 
nearer to the last-entered category) than a randomly selected subject in group A.  It is computed from 
the ranking data used in computing the Mann-Whitney test , which can be seen as a test of the 
significance of the departure of this probability from 0.5. The category scores are not used.. Theta 
has been shown to be the same as the area under a ROC curve. The odds corresponding to theta 
(theta / [1 - theta) is also reported. 
 
A 95% confidence interval is estimated for theta; this is a Wald interval for the logit of theta, 
transformed back to the theta scale. This method may have a poor coverage probability if the groups 
are very different in size (Ryu and Agresti 2008). 
 
Odds and odds ratios 

 
As guides to the appraisal of the association (e.g. a dose-response relationship), four sets of odds 
ratios are displayed: (a) each category in turn is compared with the first (reference) category); (b) 
each category is compared with the totality of subsequent categories in the scale; (c) each category is 
compared with the totality of previous categories in the scale; and (d) the scale is dichotomized, 
using each possible cut-point in turn, thus providing information about possible thresholds and the 
stability of the odds ratio across a range of cut-offs (Heavner et al.. 2010). 
 
For stratified data, Mantel-Haenszel overall odds ratios contrasting each category with the first 
(reference) category are shown, with their 95% confidence intervals. 
 
In addition, two summary odds ratios expressing the difference between the distributions in the two 
groups  are computed: the cumulative odds ratio and the generalized odds ratio. 
 

The cumulative odds ratio is based on a proportional odds model, which assumes that when the 2 x k 
table is converted to a 2 x 2 table by collapsing categories the odds ratio is the same whatever cut-
point is used; 95% confidence intervals are displayed.  For stratified data, a common cumulative 
odds ratio is computed by a Mantel-Haenszel-type procedure, appropriate even when data are very 
sparse.  The common odds ratio is a weighted average of the stratum-specific cumulative odds ratios, 
and provides a useful summary of the association even if the common cumulative odds ratio 
assumption does not hold (provided that heterogeneity is not too severe and the directions of the 
odds ratios are the same).  Its confidence intervals may be inaccurate if the true odds ratios are 
heterogeneous within or between strata. 
 

The generalized odds ratio (GOR) - which is not based on the proportional odds model - summarizes 
the difference between the distributions in the two groups.  It expresses the odds in favour of a 
higher score in one specified group (A or B) than in the other; it is the ratio of two probabilities - the 
probability that a randomly selected observation from one specified group (A or B) has a higher 
score than a randomly selected observation from the other group, and the probability that it has a 
lower score.  Two GOR values are displayed - one for a higher score in A, and one for a higher score 
in B, with their 90%, 95%, and 99% confidence intervals.  The GOR is the alpha measure proposed 
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by Agresti 1980; it is also described by Lui (2004: 119-122).  If stratified data are entered, the 
assumed common values of the GOR are displayed (with their confidence intervals); these are 
weighted averages of the stratum-specific GOR values, and are of questionable value is there is 
marked heterogeneity.  
 
Regression and correlation coefficients  
 
Regression and correlation coefficients are computed, based on the scores of the categories (and 
scores of 1 and 2 for the two groups).  They are not appropriate in all study designs.  The regression 
of the score on the group is the mean difference in scores between the two groups.. 
 
In addition, two coefficients based on ranks are computed: Kendall’s rank correlation coefficient, 
and gamma.  

 
METHODS  

 
Extended  Mantel-Haenszel test 
 
The test is described by Mantel (1963) and explained by (among others) Rothman (1986: 346-348), Breslow and Day 
(1980: 146-154), and Rothman and Greenland (1998 : 214-315).   The one-sided test uses the square root of chi-square 
(Agresti 1996: 35).   
 
T-test for trend 
 
The test is described by Leuraud and Benichou (2001: formulae 3 and 4). It uses a set of coefficients defining the “most 
stringent somewhere most powerful test” against a monotonic alternative (Schaafsma and Smid 1966, Schaafsma 1968).  
 
Mann-Whitney test 
 
The test is described by (among others) Siegel and Castellan  (1988: 128-137) and Zar (1998: 146-155).  Allowance is 
made for ties, each of the tied observations being given the mean value of the relevant ranks.   
 
If either sample contains over 10 observations, one- and two-tailed Z tests based on normal approximations are used; the 
program uses both the usual normal approximation (Zar 1998, formula 8.53) and  the improved normal approximation  
procedure of Hodges et al.1990; Zar 1998: formulae 8.58–8.61) , which provides more accurate P values. The Hodges 
procedure is not used if neither sample has more than 10 values. 
 
If there are 10 or fewer observations in each sample, a table of critical values of the U distribution is used for  P < .1, 
<.05, < .025, < .01, <.005, and <.0005 for one-tailed tests, and these probabilities are doubled for two-tailed tests (Zar 
1998: App89: Table B.11).  If the size of the smaller group does not exceed 20, the program displays values that may be 
employed to determine P more exactly, using tables such as those in Zar (1998: App89) and Siegel and Castellan (1988: 
339).  These values are m and n (the sizes of the smaller and larger samples respectively), two values of U (U1 and U2), 
and Wx (the sum of the ranks of the values in the smaller sample). U1 and U2 are computed by formulae (12.1 and 12.2 
in Sheskin 2007) that  use the sums of the ranks in  the respective samples (A and B). When using the tables in Zar 
(1998) for a one-tailed test, U2 should be used if the alternative to the null hypothesis is that the values in A are higher 
than those in B, and U1 if the hypothesis is in the opposite direction; the higher of U1 and U2 should be used for a two-
tailed test. 
 
If stratified data are entered, the van Elteren procedure (van Elteren 1960) is used: After the values have been ranked 
separately within each stratum, formulae 2, 3 and 4 of Mehrotra et al. (2010) are applied, giving a weight of  

1 / (n1 + n2 + 1) to each stratum, 
where n1 and n2  are the numbers of values in the two groups in the stratum.  
The procedure is not used if the number of strata exceeds 100, or if there are over 200 values in any group in a stratum.  
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Brunner-Munzel test 
 
The Brunner-Munzel test is based on formulae 3.3 and 4.8 of Brunner and Munzel (2000).  
 
Kolmogorov-Smirnov and Cramer-von Mises tests 
 
The Kolmogorov-Smirnov two-sample test is described by Siegel and Castellan (1988: 144-151).  The test is performed if 
both sample sizes exceed 2.  The test statistic D is computed by formula 6.18 in Siegel and  Castellan (1988: 145).  If 
sample sizes are small, exact P-values are reported as P<0.001, <0.01, <0.05, <0.1 or >0.1.  For P<0.001, if both sample 
sizes are 20 or less, these are based on Hollander and Wolfe (1999: 606-630: Table A.10); for the other critical values, if 
both sample sizes are 25 or less, the source is Siegel and Castellan (1988: 350-351: Table L.II).  For larger samples, 
approximate P-values are reported as <0.001, <0.005, <0.01, <0.025, <0.05, <0.1 or >0.1, using the formulae in Siegel 
and Castellan (1988: 352: Table L.III).   
 
The Cramer-von Mises test is described by Sprent (1993: 127-128).  It is performed if both sample sizes exceed 3, and if 
the total number in each category is under 10,000.  If the sum of the two sample sizes is less than 18, exact P-values are 
reported as P<0.001, <0.01, <0.05, <0.1 or >0.1 (source: Burr 1964).  In other instances the approximate values are  
calculated by an adaptation of a Fortran procedure from David Baird's library of goodness of fit statistics 
(EMPCDF.SRC).    Ties are handled as follows: if the frequencies (in groups A and B) in a category are 3 and 7, the 
cumulative relative frequencies are compared several times - first after entry of each of the 3 pairs of observations (one 
in each sample), and then after entry of each of the 4 remaining observations.   
 
Strickland-Lu test 
 
The Strickland-Lu test is described by Strickland and Lu (2003).  To obtain the test statistic (an approximate normal test 
statistic), an odds ratio is estimated for each group (formula 1), and the log of the ratio of the two odds ratios is divided 
by the square root of its variance (formula 2).  For the purpose of this computation, 0.5 is first added to zero cells 
(categories with a zero frequency for both groups are not taken into account). 
 
Tests for a difference in one tail 
 
The score test (Mehotra et al. 2003, formula 4; Wang et al. 2006) is the “Zpooled” statistic of  Suissa and  Shuster 
(1985). 
 
The test that also takes account of the magnitude of the observations (Gao et al. 2008)  is a Mann-Whitney test, 
performed after pooling all the observations that do not exceed the threshold into a single first category. 
 
Two-tailed P values are reported. 
 
Comparison of distributions. 
 
The Kolmogorov-Smirnov statistic is used as a nonparametric estimator of ABC, and PSR is derived from this, using 
formula 4 of Giacoletti and Heyse (2011). 
 
PSR and ABC are also derived from the Mann-Whitney u statistic, as explained by Giacoletti and Heyse (p. 4).  
 
Test and measures of heterogeneity 
 
The heterogeneity chi-square is the sum of the Mantel-Haenszel chi-squares in each stratum minus the overall Mantel-
Haenszel chi-square (Rothman and Boice 1982: 9). 
 
The measures of heterogeneity,  H and I-squared, are described by Higgins and Thompson (2002).  H is computed by 
Higgins and Thompson's formula 6, and increased to 1, indicating absence of heterogeneity, if it less than 1.  A test- 
based interval is computed by Method III.  I-squared and its 95% interval are computed from H, by formula 10. 
 
Theta 
 
Theta  is computed as U1/(m*n), i.e. by dividing the Mann-Whitney statistic U1 (see above) by the product of the two 
sample sizes. [Early versions of this program computed theta by ridit analysis (Fleiss et al. 2003: 198-205).] 
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The computation of the logit Wald  confidence intervals is explained by Ryu and Agresti (2008). 
 
Odds ratios 
 
Formulae for the cumulative odds ratio and its variance are provided by Liu and Agresti (1996: formulae 2 and 3).  The 
program uses an adaptation of Fortran code made available to us by Liu and Agresti. 
 
The generalized odds ratio (GOR) is computed by the formula provided by Lui (2004: 120), and its 95% confidence 
interval by the logarithmic-transformation method of formula 6.3 (Lui 2004: 121).  For stratified data, the assumed 
common value of the GOR is the exponent of a weighted average of the logs of the GOR values in the strata, and its 95% 
confidence interval is computed from the estimated variance of this weighted average (Agresti 1980: 63).   The common 
value is not computed if the GOR in any stratum is infinity. 
 
In stratified data, the odds ratios contrasting each category with the first category are Mantel-Haenszel odds ratios for 
2 x 2 tables (Robins et al. 1986, Rothman 1986: 217-220); they are not computed if there are over 30 categories. 
 
Regression and correlation coefficients 
 
The regression and correlation analysis based on scores uses methods described by Mantel (1963).   
 
Formulae for Kendall's rank correlation coefficient and  gamma  are provided by (among others) Siegel and Castellan 
(1988:  245, 291).  Ties are allowed for in the calculation of Kendall's rank correlation coefficient (Siegel and Castellan 
1988: 249: formula 9.10).  The pooled values are weighted means of the coefficients in the various strata, using the 
number of observations in the stratum as the weight. 
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G.  COMPARISON OF THREE OR MORE EXPOSURE LEVELS 
(IN A CASE-CONTROL STUDY) 

 
This module is appropriate for the analysis of a comparison of cases and unmatched controls with 
respect to their exposure to a supposed risk or protective factor that has three or more ordered 
levels..  It might be used in the evaluation of a therapeutic or preventive procedure, by comparing the  
proportions who had been exposed to the procedure. It provides the same procedures as module F2 
of this program, with the exception of a Strickland-Lu test, and with the optional addition of 
measures of the impact of exposure (attributable or prevented fractions). 
 
A single group of cases can be compared with a single group of controls, or a series of case-control 
comparisons can be made in different strata or in different studies 
 
The exposure categories must be entered in the correct order, starting at either end of the scale; if 
there is a reference category (e.g. a nonexposed category) it should be entered first. 
  
By default, the categories are given scores of 1, 2, 3 etc., for use in trend tests.   If these scores are 
inappropriate, they can be changed to others that better express relative magnitude or degree.  
Appropriate scores for age categories, for example, night be the mid-points of age ranges, and for 
smoking categories, they might be the median numbers of cigarettes per day 
 
For stratified data, enter the table for each stratum in turn, and then click on "All strata" to obtain 
the combined results,  which permit appraisal of the association while controlling for confounding 
effects of the stratifying variable or variables, and assessment of heterogeneity.   
 
For a meta-analysis, enter the table for each study in turn  (as a separate stratum), and then click on 
"All strata" to compare and combine the results in separate studies.  
 
For each table entered, the program provides an extended Mantel-Haenszel test, a  Mann-
Whitney test, Kolmogorov-Smirnov and Cramer-von Mises tests, odds and odds ratios,  
regression and correlation coefficients, and measures of the impact of exposure (attributable or 
prevented fractions)..  Measures of the similarity or dissimilarity of the distributions (PSR and ABC) 
are provided. 
 
For a series of tables, the program provides an extended Mantel-Haenszel procedure; a T-test for 
trend;  a Mann-Whitney test (van Elteren procedure); a test and measures of heterogeneity; odds 
and odds ratios,  regression and correlation coefficients, and measures of the impact of 
exposure (attributable or prevented fractions).. 
 
 
 
Extended Mantel-Haenszel test 
 
The extended Mantel-Haenszel test, or Mantel extension text, which is based on the scores allocated 
to the categories (see above), is regarded as a test for trend, since it is much more capable of 
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detecting linear and other monotonic relationships than other associations; but a significant result 
can also be produced by a non-monotonic association (Rothman and Greenland 1998: 314).   
 
The test is applied both to a single table and to stratified data (provided that the number of categories 
is the same in each stratum).  Two-tailed and (for single tables) one-tailed P-values are shown. 
 
The test is appropriate for sparse data, but (in a single table) at least two of the cell frequencies for 
each of the two groups must be large.  For stratified data, at least two of the cell frequencies for each 
group, summed across the strata must be large  (Rothman and Greenland 1998: 315).   
 
T-test for trend 

The T-test for trend (Barlow et al. 1972), which is based on contrasts and does not use the arbitrary 
scores allocated to categories (see above) is reported to be more powerful than the Mantel extension 
test with respect to monotonic relationships, and less likely to produce significant results because of 
non-monotonic associations (Leuraud and Benichou 2001). 

The test is applied to single tables only. Two-tailed and one-tailed P values are shown.. 
 
Mann-Whitney test 

The Mann-Whitney test (the  Wilcoxon-Mann-Whitney test, or Wilcoxon rank-sum test) is based on 
the ranks of the observations;  it  does  not require scores for the categories.  The null hypothesis is 
that the ranks are similar in both groups, and the alternative hypothesis is that the observations in one 
group tend to have higher ranks than those in the other. On the assumption that the distributions are 
similar in shape, it is a test for the difference between medians. 
 
If stratified data are entered each stratum is analysed separately, and the strata are then combined for 
testing by the van Elteren procedure so as to control for possible confounding effects of the 
stratifying variables.  Caution should be used if the strata are small, or (Mehrotra et al. 2010) if the 
results in the various strata are very different. 

One-tailed and two-tailed P values are shown.  The program may (if numbers are small) display, but 
not explain, five values(m, n, U1, U2, and Wx) that can be employed to obtain more exact P values. 
 
Kolmogorov-Smirnov and Cramer-von Mises tests 
 
The  Kolmogorov-Smirnov two-sample test and the Cramer-Von Mises test are tests for general 
differences between the distributions in the two groups.  They test whether the samples have been 
drawn from the same population (or populations with identical distributions). They are sensitive to 
differences in central tendency, spread, and symmetry or skewness, as well as in trend.  
 
The Cramer-von Mises test is often more powerful than the Kolmogorov-Smirnov test (Sprent 1993: 
128). 
 
Test and measures of heterogeneity 
 
For stratified data with the same number of categories in each stratum, the program provides a 
heterogeneity test for the uniformity of the trends in the various strata, and two measures of 
heterogeneity, with their approximate 95% confidence intervals.   
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The heterogeneity test has a low power, and should be interpreted with caution.  If the result is 
significant at the 0.05 level, the hypothesis of homogeneity can be rejected; but “a high p-value ... 
does not show that the measure is uniform, it only means that heterogeneity ... was not detected by 
the test” (Rothman and Greenland 1998: 276);  the larger the strata, the more valid the test.  
 
The measures of heterogeneity are H and I-squared   An H value of less than 1.2 suggests absence of 
noteworthy  heterogeneity, whereas a value exceeding 1.5 suggests its presence, even if the 
heterogeneity test is not significant.  I-squared expresses the proportion of variation that can be 
attributed to heterogeneity (in a meta-analysis, to interstudy variation) rather than to sampling error. 
 
Estimates of the supposed common underlying values of measures of association, such as the 
Mantel-Haenszel odds ratio, are of questionable value if the findings in the various strata are very 
disparate.   If the results are not uniform, explorations of possible causes – e.g. associations with 
study design or quality or with the sizes or other characteristics of the samples – may be revealing. 
 
The uniformity or heterogeneity of the measures in the different strata can be appraised not only by 
these tests and measures, but by plotting the values and their confidence intervals graphically, and 
comparing them. 
 
Comparison of distributions 
 
The proportion of similar responses (PSR, also called the OC or overlap coefficient) and the area 
between curves (ABC, also called the dissimilarity index) are measures of the similarity or 
dissimilarity (respectively) of two distributions (Giacoletti and Heyse 2011, Mizuno et al. 2005; 
Rom and Hwang 1996). Differences between frequency curves reflect differences both in location 
(means) and in scale (variances). 
 
The PSR measures the degree of overlap of two probability distributions. It ranges from 0%, 
indicating completely disjoint distributions, to 100%, indicating a complete overlap. It has been 
suggested that a PSR around 70% is a reasonable criterion for equivalence in clinical studies (Rom 
and Hwang 1996). 
 
The ABC is a measure of the degree of separation between two distributions. Differences between 
frequency curves reflect differences in scale (variance) as well as in location (mean). The PSR and 
ABC are related (PSR = 1 - ABC/2). 
 
The measures are estimated by two nonparametric procedures (based on Kolmogorov-Smirnov and 
Mann-Whitney tests). Non-parametric estimates avoid strong assumptions on the shape of the 
distributions, such as normality or equal variance (Stine and Heyse 2001). 
 
These measures have been suggested as aids in comparing the results of two treatments (Rom and 
Hwang 1996), in comparing the responses to administration of a drug in different 
populations(Mizuno et al. 2005), in the comparison of antibody titres of subjects who do and do not 
fall ill after vaccination, and in examining the discriminatory capacity of tests (Giacoletti and Heyse 
2011.)   
 
The PSR and ABC values are not reported if either exceeds 100%, which indicates that the  
procedures are inappropiate for this comparison, probably because the two distributions are almost 
or completely discrepant - i.e. with very little or no overlap.. 
 



                                           G.  CASE-CONTROL STUDY WITH THREE OR MORE EXPOSURE LEVELS 

 

 

69

Theta 
 
Theta (Ryu and Agresti 2008), or U/mn (Newcombe 2006), is an estimate of  the probability that a 
randomly selected subject in group B will have a more extreme value (i.e., will fall into a category 
nearer to the last-entered category) than a randomly selected subject in group A.  It is computed from 
the ranking data used in computing the Mann-Whitney test , which can be seen as a test of the 
significance of the departure of this probability from 0.5.. The category scores are not used.. Theta 
has been shown to be the same as the area under a ROC curve. The odds corresponding to theta 
(theta / [1 - theta) is also reported. 
 
A 95% confidence interval is estimated for theta; this is a Wald interval for the logit of theta, 
transformed back to the theta scale. This method may have a poor coverage probability if the groups 
are very different in size (Ryu and Agresti 2008). 
 
Odds and odds ratios 

 
As guides to the appraisal of the association (e.g. a dose-response relationship), four sets of odds 
ratios are displayed: (a) each category in turn is compared with the first (reference) category); (b) 
each category is compared with the totality of subsequent categories in the scale; (c) each category is 
compared with the totality of previous categories in the scale; and (d) the scale is dichotomized, 
using each possible cut-point in turn, thus providing information about possible thresholds and the 
stability of the odds ratio across a range of cut-offs (Heavner et al.. 2010)/.  
For stratified data, Mantel-Haenszel overall odds ratios contrasting each category with the first 
(reference) category are shown, with their 95% confidence intervals. 
 
In addition, two summary odds ratios expressing the difference between the distributions in the two 
groups  are computed: the cumulative odds ratio and the generalized odds ratio. 
 

The cumulative odds ratio is based on a proportional odds model, which assumes that when the 2 x k 
table is converted to a 2 x 2 table by collapsing categories the odds ratio is the same whatever cut-
point is used; 95% confidence intervals are displayed.  For stratified data, a common cumulative 
odds ratio is computed by a Mantel-Haenszel-type procedure, appropriate even when data are very 
sparse.  The common odds ratio is a weighted average of the stratum-specific cumulative odds ratios, 
and provides a useful summary of the association even if the common cumulative odds ratio 
assumption does not hold (provided that heterogeneity is not too severe and the directions of the 
odds ratios are the same).  Its confidence intervals may be inaccurate if the true odds ratios are 
heterogeneous within or between strata. 
 

The generalized odds ratio (GOR) - which is not based on the proportional odds model - summarizes 
the difference between the distributions in the two groups.  It expresses the odds in favour of a 
higher score in one specified group (A or B) than in the other; it is the ratio of two probabilities - the 
probability that a randomly selected observation from one specified group (A or B) has a higher 
score than a randomly selected observation from the other group, and the probability that it has a 
lower score.  Two GOR values are displayed - one for a higher score in A, and one for a higher score 
in B, with their 90%, 95%, and 99% confidence intervals.  The GOR is the alpha measure proposed 
by Agresti 1980; it is also described by Lui (2004: 119-122).  If stratified data are entered, the 
assumed common values of the GOR are displayed (with their confidence intervals); these are 
weighted averages of the stratum-specific GOR values, and are of questionable value is there is 
marked heterogeneity.  
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Regression and correlation coefficients  
 
Regression and correlation coefficients are computed, based on the scores of the categories (and 
scores of 1 and 2 for the two groups).  They are not appropriate in all study designs.  The regression 
of the score on the group is the mean difference in scores between the two groups.. 
 
In addition, two coefficients based on ranks are computed: Kendall’s rank correlation coefficient 
and gamma.  
 
Measures of the impact of exposure 
 
Optionally, the program computes the attributable or prevented fraction in the population, on the 
assumption that the exposure is to a factor that  causes or protects against the disease or other 
outcome represented by the cases.  If exposure is to a risk factor, the program  computes the 
attributable fraction in the population; and if exposure is to a protective factor, it  computes the 
prevented fraction in the population.  The attributable fraction can be regarded as the proportion of 
the disease rate that can be attributed to exposure, and the prevented fraction as the proportion of the 
hypothetical rate (in the absence of exposure) that has been prevented by exposure. 
 
In each single comparison of cases and controls, the calculation is based solely on the sample data.  
The  computed fraction is an approximation, based on the assumptions that the prevalence of 
exposure among the controls is representative of that in the population, and that the odds ratio in the 
sample is a good estimate of the risk ratio in the population.  
 
But if stratified data are entered, options are provided for enhancing the accuracy of the overall 
values by entering, for each stratum,  the probability of the disease in the stratum and a population 
figure or weight expressing the relative size of the stratum.  The latter entries serve to neutralize the 
effects of variation in the sampling fractions used in the various strata, and can also be used to 
standardize the attributable or prevented fractions in different populations and permit comparisons 
while holding constant the distribution of the stratifying variable.  The weighting factors used for the 
latter purpose might be the sizes of the strata in a standard population. 
 
The exposure categories must be entered in their correct order, with the control (nonexposed) 
category first.  Attributable or prevented fractions, with their 90%, 95%, and 99% confidence 
intervals are computed for all exposure levels except the first, separately and together;  the contrasts 
are with the control category..  Confidence intervals are estimated  by three different methods, based 
respectively on the maximum likelihood estimate of the attributable fraction and on log and logit 
transformations.  On the basis of analyses of computer-simulated case-control studies, Whittemore 
(1983) recommends the use of logit intervals for attributable fractions in the range 21-79% and 
maximum-likelihood intervals for estimates outside this range, and says that the simulations suggest 
no advantage to using the log intervals. 
 
All results - the attributable or prevented fraction, standard errors, and confidence intervals - are 
shown as percentages. 
 
If the data are stratified, and the same number of categories were entered in each stratum, a weighted 
average of the values in the separate strata is calculated.  If the data are stratified according to the 
categories of a suspected confounding variable, this controls for effects connected with this 
confounder.  The weights may be  based solely on the sample data, or may take account of  the extra 
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information entered (see above).  If the disease rate in each stratum of the population and the size of 
each stratum in the population have been entered, their product , which is the number of cases in the 
population stratum, is used as the weight.  A simulation study has shown that "case load weighting" 
of this sort is the best method of adjustment in all practical situations with relatively large sample 
sizes; in small samples, however, there may be a severe downward bias (Gefeller 1992).  Crude 
attributable fractions, based on simple pooling of the case-control data in the various strata, are also 
displayed. 
 
When a prevented fraction is displayed, the equivalent (negative) attributable fraction (see 
conversion formula in “Methods”) is also reported. 

 
METHODS  

 
Extended  Mantel-Haenszel test 
 
The test is described by Mantel (1963) and explained by (among others) Rothman (1986: 346-348), Breslow and Day 
(1980: 146-154), and Rothman and Greenland (1998 : 214-315).   The one-sided test uses the square root of chi-square 
(Agresti 1996: 35).   

 
T-test for trend 
 
The test is described by Leuraud and Benichou (2001: formulae 3 and 4). It uses a set of coefficients defining the “most 
stringent somewhere most powerful test” against a monotonic alternative (Schaafsma and Smid 1966, Schaafsma 1968).  
 
Mann-Whitney test 
 
The test is described by (among others) Siegel and Castellan  (1988: 128-137) and Zar (1998: 146-155).  Allowance is  
made for ties, each of the tied observations being given the mean value of the relevant ranks.  
  
If either sample contains over 10 observations, one- and two-tailed Z tests based on normal approximations are used; the  
program uses both the usual normal approximation (Zar 1998, formula 8.53) and  the improved normal approximation   
procedure of Hodges et al.1990; Zar 1998: formulae 8.58–8.61) , which provides more accurate P values. The Hodges  
procedure is not used if neither sample has more than 10 values. 
 
If there are 10 or fewer observations in each sample, a table of critical values of the U distribution is used for  P < .1,  
<.05, < .025, < .01, <.005, and <.0005 for one-tailed tests, and these probabilities are doubled for two-tailed tests (Zar  
1998: App89: Table B.11).  If the size of the smaller group does not exceed 20, the program displays values that may be  
employed to determine P more exactly, using tables such as those in Zar (1998: App89) and Siegel and Castellan (1988:  
339).  These values are m and n (the sizes of the smaller and larger samples respectively), two values of U (U1 and U2),  
and Wx (the sum of the ranks for the smaller sample). When using the tables in Zar (1998) for a one-tailed test, U2 
should be used if the alternative to the null hypothesis is that the values in A are higher than those in B, and U1 if the  
hypothesis is in the opposite direction; the higher of U1 and U2 should be used for a two-tailed test. 
 
If stratified data are entered, the van Elteren procedure (van Elteren 1960) is used. After the values have been ranked 
separately within each stratum, formulae 2, 3 and 4 of Mehrotra et al. (2010) are applied, giving a weight of  

1 / (n1 + n2 + 1) to each stratum, 
where n1 and n2  are the numbers of values in the two groups in the stratum. 
The procedure is not used if the number of strata exceeds 100, or if there are over 200 values in any group in a stratum.  
 
Mantel-Haenszel test 
 
The formula for the Mantel-Haenszel chi-square is provided by (inter alios) Rothman (1986: formula 12: 58). The 
criterion used to determine whether the sample sizes are sufficient to warrant use of this test is that the sum of the 
expected frequencies in each cell of the 2 x 2 table must be not less than 5 (Fleiss 1981: 175).                 
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Kolmogorov-Smirnov and Cramer-von Mises tests 
 
The Kolmogorov-Smirnov two-sample test is described by Siegel and Castellan (1988: 144-151).  The test is performed if 
both sample sizes exceed 2.  The test statistic D is computed by formula 6.18 in Siegel and  Castellan (1988: 145).  If 
sample sizes are small, exact P-values are reported as P<0.001, <0.01, <0.05, <0.1 or >0.1.  For P<0.001, if both sample 
sizes are 20 or less, these are based on Hollander and Wolfe (1999: 606-630: Table A.10); for the other critical values, if 
both sample sizes are 25 or less, the source is Siegel and Castellan (1988: 350-351: Table L.II).  For larger samples, 
approximate P-values are reported as <0.001, <0.005, <0.01, <0.025, <0.05, <0.1 or >0.1, using the formulae in Siegel 
and Castellan (1988: 352: Table L.III).   
 
The Cramer-von Mises test is described by Sprent (1993: 127-128).  It is performed if both sample sizes exceed 3, and if 
the total number in each category is under 10,000.  If the sum of the two sample sizes is less than 18, exact P-values are 
reported as P<0.001, <0.01, <0.05, <0.1 or >0.1 (source: Burr 1964).  In other instances the approximate values are  
calculated by an adaptation of a Fortran procedure from David Baird's library of goodness of fit statistics 
(EMPCDF.SRC).    Ties are handled as follows: if the frequencies (in groups A and B) in a category are 3 and 7, the 
cumulative relative frequencies are compared several times - first after entry of each of the 3 pairs of observations (one 
in each sample), and then after entry of each of the 4 remaining observations.   
 
Test and measures of heterogeneity 
 
The heterogeneity chi-square is the sum of the Mantel-Haenszel chi-squares in each stratum minus the overall Mantel-
Haenszel chi-square (Rothman and Boice 1982: 9). 
 
The measures of heterogeneity,  H and I-squared, are described by Higgins and Thompson (2002).  H is computed by 
Higgins and Thompson's formula 6, and increased to 1, indicating absence of heterogeneity, if it less than 1.  A test- 
based interval is computed by Method III.  I-squared and its 95% interval are computed from H, by formula 10. 
 
Comparison of distributions 
 
The Kolmogorov-Smirnov statistic is used as a nonparametric estimator of ABC, and PSR is derived from this, using 
formula 4 of Giacoletti and Heyse (2011). 
 
PSR and ABC are also derived from the Mann-Whitney u statistic, as explained by Giacoletti and Heyse (p. 4). 
 
Odds and odds ratios 
 
Formulae for the cumulative odds ratio and its variance are provided by Liu and Agresti (1996: formulae 2 and 3).  The 
program uses an adaptation of Fortran code made available to us by Liu and Agresti. 
 
The generalized odds ratio (GOR) is computed by the formula provided by Lui (2004: 120), and its 95% confidence 
interval by the logarithmic-transformation method of formula 6.3 (Lui 2004: 121).  For stratified data, the assumed 
common value of the GOR is the exponent of a weighted average of the logs of the GOR values in the strata, and its 95% 
confidence interval is computed from the estimated variance of this weighted average (Agresti 1980: 63).   The common 
value is not computed if the GOR in any stratum is infinity. 
 
In stratified data, the odds ratios contrasting each category with the first category are Mantel-Haenszel odds ratios for 
2 x 2 tables (Robins et al. 1986, Rothman 1986: 217-220); they are not computed if there are over 30 categories. 
 
Regression and correlation coefficients 
 
The regression and correlation analysis based on scores uses methods described by Mantel (1963).   
 
Formulae for Kendall's rank correlation coefficient and  gamma  are provided by (among others) Siegel and Castellan 
(1988:  245, 291).  Ties are allowed for in the calculation of Kendall's rank correlation coefficient (Siegel and Castellan 
1988: 249: formula 9.10).  The pooled values are weighted means of the coefficients in the various strata, using the 
number of observations in the stratum as the weight. 
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Measures of the impact of exposure 
 
The program computes attributable fractions.  If the fraction is negative – that is, if the factor is a protective rather than a 
risk factor – the attributable fraction AF is converted to the prevented fraction (PF) by the formula 
 PF = 1 - 1 / (1 - AF) 
 
In each case-control comparison, formulae 7.65 and 7.68 of Schlesselman (1982) are used; the disease rate in the 
population is not taken into account. Dichotomous contrasts use formula 5 of Whittemore (1983), and formula 4-11 of 
Kahn and Sempos (1989) is used for standard errors..  
 
For stratified data,  a weighted average of the attributable fractions in individual strata is computed (Whittemore 1983: 
formulae A1, A3), using weights normalized so that their sum = 1.  The standard error is √(SEi.wi)

2,   where SEi and wi 
are the specific standard errors and weights in individual strata.  
 
The weight allocated to a stratum is based on the number of cases in the sample stratum, or (if entered) the disease rate in 
the population stratum, or (if entered) the size of the population stratum, or the product of the stratum’s disease rate and 
size  (if both were entered). 
 
The three methods of computing confidence intervals are explained by Whittemore (1983). An approximate chi-square 
test for the significance of the attributable fraction is provided by Schlesselman (1982: 223).   
 
The crude attributable fraction, based on simple pooling of the case-control data in the various strata, uses formulae 7.58 
and 7.65 of Schlesselman (1982). 
 
The program can cope with up to 60 exposure levels and up to 60 strata.    
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H1.  COMPARISON OF NUMERICAL OBSERVATIONS 
(NORMAL DISTRIBUTION NOT ASSUMED) 

 
This module provides nonparametric procedures for comparing two independent sets of numerical 
observations (ordinal-scale or interval-scale), without assuming a normal distribution.  It may be 
used for the analysis of trials as well as observational studies.  Module H2 of this program should be 
used if a normal distribution can be assumed, and module H3 for comparing survival data. 
 
Some of the procedures are based on the actual values entered, and are appropriate for interval-scale  
variables only.  Most of the procedures are based on the ranks of the observations, and are 
appropriate for both ordinal-scale variables and interval-scale ones (treated as ordinal).   
 
The findings in two groups can be compared, or a series of comparisons can be made in different 
strata or in different studies. For each comparison, individual values can be entered, or discrete or 
grouped values with their frequencies. Optionally, the proportions at or above a selected cut-point 
can be reported. 
 
For stratified data, enter the data for each stratum in turn, and then click on “All strata” to obtain the 
combined results,  which permit appraisal of the association while controlling for confounding 
effects of the stratifying variable or variables, and assessment of heterogeneity.   
 
For a meta-analysis, enter the data for each study in turn  (as a separate stratum), and then click on 
“All strata” to compare and combine the results in separate studies. 
 
To compare the changes observed in two groups in a before-after study with independent “before” 
and “after”  observations, enter the before-after data for each group in turn, and then click on “All 
strata” for heterogeneity tests 

For each table entered, the program provides means and medians, Mood’s median test, 
randomization tests (unless the samples are large), extended Mantel-Haenszel tests, a Mann-
Whitney test, a Fligner-Policello robust rank test, a Conover squared-rank test for a difference 
between variances,  Kolmogorov-Smirnov and Cramer-von Mises tests, and measures of 
association (the odds in favour of a higher value in one group, the difference between population 
medians, Kendall's rank correlation coefficient, and gamma). [To test for a difference in one tail of 
the distribution, use Module F2.]  Measures of the similarity or dissimilarity of the distributions 
(PSR and ABC) are provided. 

For a series of tables, the program provides the extended Mantel-Haenszel procedure (including 
the adjusted differences between mean values and between mean ranks, and a correlation 
coefficient),  the van Elteren procedure, a combined P based on randomization tests, tests and 
measures of heterogeneity,  and measures of association (the odds in favour of a  higher value in 
one group, the difference between population medians, Kendall's rank correlation coefficient, and 
gamma).  
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Means and medians  
 
Mean and median ranks (determined in relation to the combined observations) and mean and median 
values are displayed for both sets of observations.  The mean values are relevant to interval-scale 
variables only. 
 
Median test 
 
The median test (Mood 1954) is performed if a normal distribution is not assumed. It tests whether 
the two groups differ in central tendencies.  The null hypothesis is that the two groups are drawn 
from populations with the same median.  The test is very robust against outliers. 
 
Proportions at  or above a specified cut-point 
 
The proportion of values that are at or above a selected cut-point (i.e. the risk of a high outcome, e.g. 
hypertension, obesity, or hypercholesterolemia) can (optionally) be reported, with its 95% 
confidence interval. If there is interest in the proportion of values above (and not “at or above”) the 
cut-point, a small quantity should be added when specifying the cut-point (e.g. a blood pressure of 
140.1 instead of 140 mm Hg, or a body mass index of 30.001 instead of 30 kg/m2). 
 
Randomization tests 
 
Randomization (permutation) tests are done only if observations are entered individually and (in 
order to limit the number of possible combinations to 100 million and thereby avoid lengthy 
computation) if the samples are not large (see “Methods”, below).  An option is provided for 
aborting the computation if it is too time-consuming.. 
 
A randomization test computes the exact significance of the difference between the means in the two 
groups.  It determines what proportion of the possible combinations of observations (those in both 
groups) would yield a difference as extreme as, or more extreme than, the difference actually 
observed (Siegel and Castellan 1988: 151-155)  
 
Two randomization tests are done for each table.  First, the actual values are compared;  this is 
appropriate for an interval-scale variable only.  Then the ranks of the values are compared; this is 
appropriate for both ordinal-scale and interval-scale variables.  One-tailed P values are computed 
and displayed; if the sample sizes are equal. the value is doubled and reported as a two-tailed P 
Richards and Byrd 1996). 
 
For stratified data, the P-values obtained in randomization tests in the separate strata are combined 
to provide an overall test of significance. This is not done if the directions of the difference differ. 
 
Extended Mantel-Haenszel procedure 
 
In each comparison, Mantel's extension of the Mantel-Haenszel test (Mantel 1963)  is done twice.  
First the actual observations are compared; this is appropriate for an interval-scale variable.  Then 
the ranks of the observations are compared; this is appropriate for an ordinal-scale variable or for an 
interval-scale one (treated as ordinal-scale).. The tests are performed for each table and  in the 
combined analysis (of all strata).  One-tailed and two-tailed P values are displayed. 
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The extended Mantel-Haenszel test is regarded as a test for trend, since it is much more capable of 
detecting linear and other monotonic relationships than other associations; but a significant result 
can also be produced by a non-monotonic association (Rothman and Greenland 1998: 314).   
 
In an analysis of stratified data, the program computes the overall (adjusted) differences between the 
mean values and between their ranks, as well as performing overall tests.  It also computes 
correlation  coefficients (Mantel 1963); these express the relationships of the observations, and of 
their ranks, with their group (by allotting scores of 1 and 2, respectively, to groups A and B). 
 
Mann-Whitney test 

The Mann-Whitney test (the Wilcoxon-Mann-Whitney test, or Wilcoxon rank-sum test), which is 
based on the ranks of the observations and is therefore applicable to both interval-scale and ordinal-
scale data, compares the locations of the two sets of observations.  The null hypothesis is that the 
ranks are similar in both groups, and the alternative hypothesis is that the observations in one group 
tend to have higher ranks than those in the other. The test can be regarded as a comparison of the 
median values, on the assumption that the two distributions are similar in shape. To permit a 
comparison of the shapes of the distributions, the program reports the standard deviations and 
skewness of the two sets of ranked observations, as suggested by Fagerland and Wilson (2009). 
 
The program reports two-tailed P values, and one-tailed P values for the alternatives (A>B, B>A) to 
the respective null hypotheses.  It may (if numbers are small) display, but not explain, five values 
(m, n, U1, U2, and Wx) that can be employed to obtain more exact P values. 
 
The Mann-Whitney test and related rank-based procedures are not  performed if over 100 discrete 
values are entered.   
 
If stratified data are entered, the strata are combined for testing by the van Elteren procedure so as 
to control for possible confounding effects of the stratifying variables.  Caution should be used if the 
strata are small, or (Mehrotra et al. 2010) if the results in the various strata are very different. 
 
Fligner-Policello robust rank test 
 
This test compares the locations of the two sets of observations.  It can be regarded as a comparison 
of the median values, on the assumption only that the two distributions are symmetric about their 
population medians (Hollander and Wolfe 1999: p. 135), unlike the Mann-Whitney test, which 
assumes that the distributions have similar shapes and variances (Fligner and Policello 1981). It is 
applicable to both interval-scale and ordinal-scale data.  
 
One-tailed P values are reported for the alternatives (A>B, B>A) to the respective null hypotheses, 
as well as the two-tailed P value.  
 
Conover squared-rank test for a difference between variances  
 
The Conover test for equality of variances is based on the squared ranks of the absolute 
deviations of the values from the mean value in the respective sample, which is assumed to be the 
population mean.. 
 
One-tailed and two-tailed P values are displayed; these are appropriate for large samples. 
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Kolmogorov-Smirnov and Cramer-von Mises tests 
 
The  Kolmogorov-Smirnov two-sample test and the Cramer-Von Mises test are tests for general 
differences between the distributions in the two groups.  They test whether the samples have been 
drawn from the same population (or populations with identical distributions). They are sensitive to 
differences in central tendency, spread, and symmetry or skewness, as well as in trend.  
 
The Cramer-von Mises test is often more powerful than the Kolmogorov-Smirnov test (Sprent 1993: 
128). 
 
Tests and measures of heterogeneity  
 
Heterogeneity tests (for stratified data) are based on the two extended Mantel-Haenszel tests (for the 
observations and for their ranks). 
 
In parallel with each test, the program also provides two measures of heterogeneity, H and I-
squared, with their approximate 95% intervals, for the overall differences between the mean values 
and between their ranks.  An H value of less than 1.2 suggests absence of noteworthy  heterogeneity, 
whereas a value exceeding 1.5 suggests its presence, even if the heterogeneity test is not significant.  
I-squared expresses the proportion of variation that can be attributed to heterogeneity (in a meta-
analysis, to interstudy variation) rather than to sampling error. 
 
Estimates of the supposed common underlying values of the differences are of questionable value if 
the findings in the various strata are very disparate. 
 
Measures of association  
 
The program  displays the odds in favour of a higher score in one group, the difference between 
population medians, Kendall's rank correlation coefficient, and gamma. 
 
The odds in favour of a higher score in one group are the odds in favour of finding that a randomly 
chosen observation in one group is higher than a randomly chosen observation in the other group.  
These odds are displayed for each group, with their approximate 95% confidence interval, and for 
stratified data.. 
 
The difference between population medians is the median difference between the values in the two 
samples;  an approximate 95% confidence interval is computed.  The assumption is that the data 
come from distributions that are similar in shape (differing only in the magnitude of the values).  The 
difference is not computed if there are very few or very many observations. 
 
Kendall's rank correlation coefficient and gamma are based on the ranks of the observations.  For 
stratified data, they are weighted means of the coefficients in the separate strata. 
 
For stratified data, the overall (adjusted) differences between the mean values and between their 
ranks, and correlation  coefficients, are computed by the extended Mantel-Haenszel procedure (see 
above). 
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Comparison of distributions 
 
The proportion of similar responses (PSR, also called the OC or overlap coefficient) and the area 
between curves (ABC, also called the dissimilarity index) are measures of the similarity or 
dissimilarity (respectively) of two distributions (Giacoletti and Heyse 2011, Mizuno et al. 2005; 
Rom and Hwang 1996). Differences between frequency curves reflect differences both in location 
(means) and in scale (variances). 
 
The PSR measures the degree of overlap of two probability distributions. It ranges from 0%, 
indicating completely disjoint distributions, to 100%, indicating a complete overlap. It has been 
suggested that a PSR around 70% is a reasonable criterion for equivalence in clinical studies (Rom 
and Hwang 1996). 
 
The ABC is a measure of the degree of separation between two distributions. Differences between 
frequency curves reflect differences in scale (variance) as well as in location (mean). The PSR and 
ABC are related (PSR = 1 - ABC/2). 
 
The measures are estimated by two nonparametric procedures (based on Kolmogorov-Smirnov and 
Mann-Whitney tests). Non-parametric estimates avoid strong assumptions on the shape of the 
distributions, such as normality or equal variance (Stine and Heyse 2001). 
 
These measures have been suggested as aids in comparing the results of two treatments (Rom and 
Hwang 1996), in comparing the responses to administration of a drug in different 
populations(Mizuno et al. 2005), in the comparison of antibody titres of subjects who do and do not 
fall ill after vaccination, and in examining the discriminatory capacity of tests (Giacoletti and Heyse 
2011.)   
 
The PSR and ABC values are not reported if either exceeds 100%, which indicates that the  
procedures are inappropiate for this comparison, probably because the two distributions are almost 
or completely discrepant - i.e. with very little or no overlap.. 
 

METHODS 
 
Values are ranked in relation to the combined observations (both groups combined), and tied values are allotted the mean 
of the ranks they would have had had they differed slightly ("tied ranks").   
 
If grouped (but not discrete)data are entered, each observation is allocated the value midway between the lower and 
upper borders of the group; this may, of course, affect the accuracy of the results.   
 
In each comparison, up to 200 separate observations or sets of grouped values may be entered for each group.. 
 
Median test 
 
Mood's median test compares the proportions of values in groups A and B that  are above the common median. Upton's 
chi-square test (Upton 1982; D'Agostino 1990) is used for the comparison. This is the Pearson chi-square multiplied by  
(N - 1) / N, where N = total sample size.   
 
Proportions at or above a selected cut-point  
 
The standard errors of the proportions are computed by Wilson’s method (Wilson 1927, Newcombe and Altman 2000). 
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Randomization tests 
 
Randomization tests are done only if observations are entered individually and if the numbers of observations in the two 
groups do not exceed 14 and 14 respectively, or 13 and 15, or 12 and 16, or 11 and 18, or 10 and 21, or 9 and 24, or 8 
and 30, or 7 and 38, or 6 and 53, or 5 and 87, or 4 and 102, or 3 and 109, or 2 and 109. 
 
The procedure is based on a BASIC program provided by Siegel and  Castellan (1988: 380: Program 3).   
 
For stratified data, the P-values obtained in randomization tests in the separate strata are combined by a logit procedure 
(George 1977; Mudholkar and George 1979), using formulae 8, 9, and 10 in Hedges and Olkin (1985: 40-41). 
 
Extended Mantel-Haenszel procedure 
 
The procedure is described by Mantel (1963) and explained by (among others) Rothman (1986: 346-348), Breslow and 
Day (1980: 146-154), and Rothman and Greenland (1998 : 214-315).  The one-sided test uses the square root of chi-
square (Agresti 1996: 35).   
 
Mann-Whitney test and van Elteren procedure 
 
The test is described by (among others) Siegel and Castellan  (1988: 128-137) and Zar (1998: 146-155).  Allowance is  
made for ties, each of the tied observations being given the mean value of the relevant ranks.  
  
If either sample contains over 10 observations, one- and two-tailed Z tests based on normal approximations are used; the  
program uses both the usual normal approximation (Zar 1998, formula 8.53) and  the improved normal approximation   
procedure of Hodges et al.1990; Zar 1998: formulae 8.58–8.61) , which provides more accurate P values. The Hodges  
procedure is not used if neither sample has more than 10 values. 
 
If there are 10 or fewer observations in each sample, a table of critical values of the U distribution is used for  P < .1,  
<.05, < .025, < .01, <.005, and <.0005 for one-tailed tests, and these probabilities are doubled for two-tailed tests (Zar  
1998: App89: Table B.11).  If the size of the smaller group does not exceed 20, the program displays values that may be  
employed to determine P more exactly, using tables such as those in Zar (1998: App89) and Siegel and Castellan (1988:  
339).  These values are m and n (the sizes of the smaller and larger samples respectively), two values of U (U1 and U2),  
and Wx (the sum of the ranks for the smaller sample). U1 and U2 are computed by formulae (12.1 and 12.2 in Sheskin 
2007) that  use the sums of the ranks in the respective samples (A and B). When using the tables in Zar (1998) for a one-
tailed test, U2 
should be used if the alternative to the null hypothesis is that the values in A are higher than those in B, and U1 if the  
hypothesis is in the opposite direction; the higher of U1 and U2 should be used for a two-tailed test. 
 

Skewness is defined as ∑[(xi - xmean / SD3] / N 
where  xi = rank of observation i 
 xmean = mean of the ranked observations 
 SD = standard deviation of the ranked observations 
 N = number of observations 
 
If stratified data are entered, the van Elteren procedure (van Elteren 1960) is used. After the values have been ranked 
separately within each stratum, formulae 2, 3 and 4 of Mehrotra et al. (2010) are applied, giving a weight of  

1 / (n1 + n2 + 1) to each stratum, 
where n1 and n2  are the numbers of values in the two groups in the stratum.  
The procedure is not used if the number of strata exceeds 100, or if there are over 200 values in any group in a stratum.  
 
Fligner-Policello robust rank test 
 
The procedure (Fligner and Policello 1981) is described by Siegel and Castellan (1988: 137-144) and Hollander and 
Wolfe (1999: 135-139).   
 
If either group contains over 12 observations, P is based on a normal approximation.  For smaller samples, use is made 
of critical values of the test statistic (U) for P < .1, < 0.05, 0.025. and 0.01 (one-tailed) and P <.2, < 0.1, < 0.05 and <0.02 
(two-tailed), provided by Siegel and Castellan (1988: 347: Table K).   
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Conover squared-rank test for a difference between variances 
     
The Conover test for equality of variances (Conover 1980) is described by Sprent (1993: 124-125).  It  is based on the 
squared ranks of the absolute deviations of the values from the mean value in the respective sample.  Squared mid-ranks 
are used for ties (within samples or between samples).  A large-sample normal approximation is used  (Sprent (1993: 
117: formula 5.7). 
 
Kolmogorov-Smirnov and Cramer-von Mises tests 
 
The Kolmogorov-Smirnov two-sample test is described by Siegel and Castellan (1988: 144-151).  The test is performed if 
both sample sizes exceed 2.  The test statistic D is computed by formula 6.18 in Siegel and  Castellan (1988: 145).  If 
sample sizes are small, exact P-values are reported as P<0.001, <0.01, <0.05, <0.1 or >0.1.  For P<0.001, if both sample 
sizes are 20 or less, these are based on Hollander and Wolfe (1999: 606-630: Table A.10); for the other critical values, if 
both sample sizes are 25 or less, the source is Siegel and Castellan (1988: 350-351: Table L.II).  For larger samples, 
approximate P-values are reported as <0.001, <0.005, <0.01, <0.025, <0.05, <0.1 or >0.1, using the formulae in Siegel 
and Castellan (1988: 352: Table L.III).   
 
The Cramer-von Mises test is described by Sprent (1993: 127-128).  It is performed if both sample sizes exceed 3, and if 
the total number in each category is under 10,000.  If the sum of the two sample sizes is less than 18, exact P-values are 
reported as P<0.001, <0.01, <0.05, <0.1 or >0.1 (source: Burr 1964).  In other instances the approximate values are  
calculated by an adaptation of a Fortran procedure from David Baird's library of goodness of fit statistics 
(EMPCDF.SRC).    Ties are handled as follows: if the frequencies (in groups A and B) in a category are 3 and 7, the 
cumulative relative frequencies are compared several times - first after entry of each of the 3 pairs of observations (one 
in each sample), and then after entry of each of the 4 remaining observations.   
 
Tests and measures of heterogeneity 
 
The heterogeneity chi-square is the sum of the Mantel-Haenszel chi-squares for trend in each stratum minus the overall 
Mantel-Haenszel chi-square (Rothman and Boice 1982: 9). 
 
The measures of heterogeneity,  H and I-squared, are described by Higgins and Thompson (2002).  H is computed by 
Higgins and Thompson's formula 6, and increased to 1, indicating absence of heterogeneity, if it less than 1.  A test- 
based interval is computed by Method III.  I-squared and its 95% interval are computed from H, by formula 10. 
 
Measures of association 
 
The estimate of the odds in favour of a higher value in one group  is 
 p / (1 - p) 
where p, the probability that a randomly chosen observation in one group will have a higher value than a randomly 
chosen observation in the other group, is derived from the Mann-Whitney U statistic (Zar 1998: 147)  by the formula   

p = (U - Ties) / [n1n2 – 2(Ties)]    
where Ties = ∑(ai.bi / 2) 
 n1 and n2 = the sizes of the two samples       

ai and  bi = the frequencies of each tied value i in the two samples.  
For stratified data, the values of (U - Ties) and [n1n2 – 2(Ties)] in the various strata are summated, a pooled value of p is 
calculated from the summated values, and the pooled value of the odds is computed from the pooled value of p 
(Abramson and Peritz 1983: 169-170).   
The confidence interval for the odds in favour of a higher value in one group  is calculated by the method proposed by 
Halperin, Gilbert and Lachin (1987), as described by Hollander and Wolfe (1999: 130: formula 4.37).   
 
The estimation of  the difference between population medians is explained by  Campbell and Gardner (1988).   It is not 
performed if the product of the two numbers of observations exceeds 10,816, or if either group has <5 observations. 
 
Formulae for Kendall's rank correlation coefficient and  gamma  are provided by (among others) Siegel and Castellan 
(1988:  245, 291).  Ties are allowed for in the calculation of Kendall's rank correlation coefficient (Siegel and Castellan 
1988: 249: formula 9.10).  The pooled values are weighted means of the coefficients in the various strata, using the 
number of observations in the stratum as the weight. 
 
For stratified data, the overall (adjusted) differences between the mean values and between their ranks, and correlation  
coefficients, are computed by the extended Mantel-Haenszel procedure (see above). 
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Comparison of distributions. 
 
The Kolmogorov-Smirnov statistic is used as a nonparametric estimator of ABC, and PSR is derived from this, using 
formula 4 of Giacoletti and Heyse (2011). 
 
PSR and ABC are also derived from the Mann-Whitney u statistic, as explained by Giacoletti and Heyse (p. 4). 
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H2.  COMPARISON OF NUMERICAL OBSERVATIONS 

(NORMAL DISTRIBUTION ASSUMED) 
 
This module provides procedures for comparing two independent sets of numerical observations, 
assuming approximately normal or lognormal distributions. It may be used in the analysis of trials as 
well as case-control and other comparative studies.  Module H1 should be used if normality or near-
normality cannot be assumed, and module H3 should be used to compare survival data. 
  
The findings in two groups can be compared, or a series of comparisons can be made in different 
strata or in different studies. For each comparison, individual values can be entered, or discrete or 
grouped values with their frequencies.  This will provide a full set of results (as listed below)..  
Optionally, mean values can be entered, together with sample sizes and standard deviations, standard 
errors of the mean, or variances. Also, confidence  intervals for a difference between means can be 
estimated from the  P value from a significance test. 
 
For stratified data, enter the data for each stratum in turn, and then click on “All strata” to obtain 
the combined results,  which permit appraisal of the association while controlling for confounding 
effects of the stratifying variable or variables, and assessment of heterogeneity.  For a meta-
analysis, enter the data for each study in turn  (as a separate stratum), and then click on “All strata” 
to compare and combine the results in separate studies. To compare the changes observed in two 
groups in a before-after study  with independent "before" and "after" observations, enter the before-
after data for each group in turn, and then click on “All strata” for heterogeneity tests. 
 
For each table entered, the program provides descriptions of the frequency distributions 
(including tests for normality) based on the raw and log-transformed observations; and for each pair 
of tables, it provides t-tests (including Yuen’s tests for 10% and 20% trimmed means), Levene tests 
for equality of variances, an F test, Shoemaker’s modified F test, and Bartlett’s test, the variance 
ratio , the difference between means, the standardized difference (“effect size”), omega-squared, 
the point-biserial correlation coefficient, eta-squared, the ratio of geometric means, and the 
ratio of means (with confidence intervals for the measures of effect). The normality of residuals is 
tested.  If means are entered, t-tests, an F test, an optional equivalence test,  the difference 
between means, and the ratio of means are provided, and (optionally)  risks,  risk differences and 
ratios, and odds ratios can be estimated, using a selected cut-point. Measures of the similarity or 
dissimilarity of the distributions (PSR and ABC) are provided. 
  
For a series of tables, the program provides overall significance tests, tests and measures of 
heterogeneity, precision-based estimators of the overall difference between means (weighted 
mean differences), the standardized mean difference (calculated in four different ways), the 
overall ratio of geometric means, the overall ratio of means (using fixed-effect and random-
effects models), and (if means are entered) overall risk ratios, risk differences, and odds ratios are 
estimated (using selected cut-points  for the definition of risk). Confidence intervals are estimated 
for these measures of effect. If means are entered, the program does not provide the overall ratio of 
geometric means. 
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Descriptions of the frequency distributions 
 
For each group, the mean value, its standard error and 90%, 95%, and 99% confidence intervals, and 
the standard deviation and coefficient of variation are displayed.  If the observations are all positive, 
they are log-transformed, and geometric means (which may be of special interest in serological and 
microbiological studies) are also computed, with their 90%, 95%, and 99% confidence intervals. 
 
Two tests for normality are provided; significant results point to departure from normality  The 
Lilliefors test, which examines the deviation of the cumulative frequency from the standard normal 
cumulative distribution, is performed if there are 6 or more observations; the result is reported as  
P < 0.01, P < 0.05, P < 0.10, P < 0.15, P < 0.20, or P > 0.20.   The D'Agostino-Pearson test, which is 
based on tests for skewness and kurtosis, is appropriate if there are 20 or more observations.  If 
normality is in doubt, consideration should be  given to the use of module H1 rather than module H2.  
 
If the values are all positive, these tests are also applied to the log-transformed values, as tests for 
lognormality.  If the distribution is lognormal, the geometric mean is an efficient estimator of the 
population median (Quan and Zhang 2003). 
 
Normality of residuals 
 
The normality of the combined residuals (i.e., the deviations of the values in both groups from the 
mean values in their respective groups) is appraised by a  D'Agostino-Pearson test. If normality is in 
doubt both for the residuals of the untransformed values and for the residuals of the log-transformed 
values, consideration should be given to the use of module H1 rather than module H2.  
 
t-tests 
 
The mean values are compared by two t-tests, one assuming equal population variances and using a 
pooled estimate of the variance, and the other (Welch’s test) not assuming equal population 
variances.  If the values are all positive, these t-tests are repeated on the log-transformed data. 
 
In addition, trimmed means are computed and compared.  This is a useful way of comparing 
samples with different variances (Yuen 1974, Keselman et al. 2004).  It reduces the effects of 
outliers and skewness of the distributions (Wilcox 2005).  The program computes trimmed means 
and applies Yuen's test (Yuen 1974)  to compare them if  both samples contain at least 10 values.  
Two pairs of trimmed means are calculated, one removing the lowest 10% and highest 10% of 
values from each sample, and one removing 20% from each tail.  Simulation studies indicate that 
Yuen's test is more robust than Welch's; the hypothesis it tests is that the population trimmed means 
are equal, but "trimmed means provide better estimates of the typical individual in distributions that 
either contain outliers or are skewed" (Keselman et al. 2002). 
 
The differences between the means and trimmed means, with their standard errors and 90%, 95%, 
and 99% confidence intervals, are reported. 
 
If distributions are very skewed, so that their means are not very useful descriptors, the Brunner-
Munzel nonparametric test (see module F2) may be a useful alternative (Neuhauser 2010, Skovlund 
2010).  
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Variance ratio, Levene tests, F test, Bartlett’s test, and Shoemaker’s modified F test 
 
The variance ratio is displayed, with 90%, 95%, and 99% confidence intervals for the population 
variance, computed in the usual way and by Shoemaker’s method (Shoemaker 2003). 

Levene tests, an F (variance ratio) test, Bartlett’s test, and Shoemaker’s modified F test (the F1 test) 
are performed to compare the variances.  Three versions of the Levene test are provided – namely, 
an unmodified test (which is based on deviations from the means), the “W50” test (which is based on 
deviations from the medians), and the “W10” test (which is based on deviations from the 10% 
trimmed means) (Brown and Forsythe 1974). The”W10”test is not performed if either sample 
contains fewer than 10 values, the Levene tests are not performed if either sample size exceeds 200 
or if there are only two observations in each sample, and the Levene and Shoemaker tests are not 
performed if mean values are entered.   
 
The F test and Bartlett’s test are severely affected by non-normality in the populations from which 
the samples are drawn; they are equivalent if sample sizes are equal, but may differ in other 
instances (Zar 1996: 204).  The modified Levene tests and Shoemaker’s F1 test are more robust – 
they are less affected by departures from normality (Shoemaker 2003; Brown and Forsythe 1974). 
The “W50” test reduces the effect of asymmetric distributions, whereas the “W10” test is indicated if 
there are long tails or outliers. On the basis of simulation studies and comparisons with Levene’s and 
other tests, Shoemaker concluded that his F1 test should  be the test of choice in most circumstances. 
 
Equivalence tests 
 
An equivalence test is offered, to appraise the similarity of the two means..  This may be appropriate 
if a statistically significant difference has not been found between the means, e.g. in “negative trials” 
comparing a new treatment with an established standard treatment, where there may be a reason to 
prefer the new treatment if it is at least as effective as the standard treatment.   
 
If equivalence tests are requested (by using the “Check here for test of equivalence” instruction) the 
bounds of “equivalence” must be defined, by specifying the largest difference between means that is 
to be regarded as negligible.  The test also requires entry of the means and sample sizes, together 
with standard deviations, standard errors of the means, or variances. 
 
Two one-sided hypotheses are tested: these are the hypotheses that there is more than a specified  
"negligible" difference in a specific direction – i.e. (a) that the first mean is (more than negligibly) 
larger than the second mean, and (b) that the second mean is (more than negligibly) larger than the 
first mean. If both of these tests (of “non-inferiority”) yield significant results, both these hypotheses 
are rejected, and the results imply that both the one-sided differences are negligible – that is, the 
means  are equivalent. If only one test is significant, this indicates that one mean is at least as high as 
(i.e., "not inferior to") the other.   
 
A non-significant result means that equivalence is “not proven”. Non-significant results may be 
attributable to small sample size. If the two means differ by less than the defined “negligible” 
difference, and they are not significantly different, and the equivalence tests are not significant, the 
program reports the sample sizes needed to detect equivalence and the sample sizes needed for one-
tailed tests. 
  
As an alternative way of testing for equivalence, use is also made of the 90%, 95%, and 99% 
confidence intervals for the difference between  means. If the confidence interval falls completely 
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within the “negligible” range from –d (minus d) to d (where d is the defined negligible difference 
between means), this rejects the null hypothesis that there is no equivalence. If the confidence 
interval is (for example) the 95% CI, the two-tailed P is 0.05, corresponding to a P value of 0.025 for 
the one-tailed tests. 
 
Overall significance tests 
 
If stratified data are entered, the program performs overall Z tests for the difference between the 
means and the ratio of the geometric means.  In each instance, two alternative estimates of the 
variance are used in the computation, as in the t tests.   
 
Tests and measures of heterogeneity  
 
If stratified data are entered, the heterogeneity of the differences between means (and, if reported, of 
the ratio of the geometric means) is tested, using both of the alternative variance estimates. The 
heterogeneity of the standardized mean differences (computed by Cohen’s and Hedges’s methods) 
and the ratios of means is also tested. 
 
In parallel with each test, the program also provides two measures of heterogeneity, H and I-
squared, with their approximate 95% intervals, for the overall differences between the mean values 
and between their ranks.  An H value of less than 1.2 suggests absence of noteworthy heterogeneity, 
whereas a value exceeding 1.5 suggests its presence, even if the heterogeneity test is not significant.  
I-squared expresses the proportion of variation that can be attributed to heterogeneity (in a meta-
analysis, to interstudy variation) rather than to sampling error. 
 
Estimates of the supposed common underlying values of the differences are of questionable value if 
the findings in the various strata are very disparate. 
 
Comparison of distributions 
 
The proportion of similar responses (PSR, also called the OC or overlap coefficient) and the area 
between curves (ABC, also called the dissimilarity index) are measures of the similarity or 
dissimilarity (respectively) of two distributions (Giacoletti and Heyse 2011, Mizuno et al. 2005; 
Rom and Hwang 1996). Differences between frequency curves reflect differences both in location 
(means) and in scale (variances). 
 
The PSR measures the degree of overlap of two probability distributions. It ranges from 0%, 
indicating completely disjoint distributions, to 100%, indicating a complete overlap. It has been 
suggested that a PSR around 70% is a reasonable criterion for equivalence in clinical studies (Rom 
and Hwang 1996). 
 
The ABC is a measure of the degree of separation between two distributions. Differences between 
frequency curves reflect differences in scale (variance) as well as in location (mean). The PSR and 
ABC are related (PSR = 1 - ABC/2). 
 
The estimators are applicable to normal distributions with similar or different means and variances. 
If full data are entered (rather than means and S.D.s), the program provides estimators for log-
transformed as well as untransformed data, for use when the distributions are lognormal. Computer 
simulations have shown  that the validity of the procedures is highest if the distributions are normal 
and the variances are equal (Mizuno et al. 2005) 
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The PSR and ABC values are not reported if either exceeds 100%, which indicates that the  
procedures are inappropiate for this comparison, probably because the two distributions are almost 
or completely discrepant - i.e. with very little or no overlap.. 
 
Difference between means 
 
For each comparison, the difference between the means is reported with two estimates of its standard 
error and 90%, 95%, and 99% confidence intervals, based on the two alternative estimates of the 
variance, as in the t tests (see above). 
 
If stratified data are entered, the overall difference between the means or weighted mean difference, 
controlling for effects connected with the stratifying variable or variables, is estimated by computing 
the weighted average of the differences in separate strata.  The weights are based on the variances, 
and therefore two estimators of the overall difference, based on the two alternative estimates of the 
variances, are reported. with their standard errors and 90%, 95%, and 99% confidence intervals. 
 
The results should be treated with caution if there are large differences between the findings in the 
various strata. 
 
Standardized difference between means 
 
The standardized difference between means (the “effect size”) expresses the difference relative to 
the variability of the observations.  It is expressed in standard deviations, not in the units of 
measurement. The measure tends to overestimate the difference, but this bias is substantial only if 
the total sample size is less than 10 (Deeks et al. 1995). Four variants are provided, based 
respectively on the pooled standard deviation of the two groups – Cohen’s d (Rosenthal 1994); the 
pooled standard deviation with a correction for small-sample bias – Hedges’s adjusted g (Rosenthal 
1994); and the standard deviation in each sample in turn – Glass’s delta (Glass 1976).  By Cohen's 
criteria, a d value of 0.8 or more indicates a large effect size, 0.5 or more (but less than 0.8) indicates 
a medium effect size, and 0.2 or more (but less than 0.5) indicates a small effect size (Cohen 1992). 
Cohen (1988) warns that these criteria should be used only when there is no better basis for 
evaluation. 
 
If stratified data are entered, the standardized mean difference is computed (for all four variants), 
with its 90%, 95%, and 99% confidence intervals. Since the standardized mean difference is  
expressed in terms of standard deviations and not units of measurement, its use permits the 
combination (e.g. in a meta-analysis of trials) of observations based on different methods and units 
of measurement .  This assumes that the differences in standard deviations reflect differences in 
measurement scales, and not real differences in variability among the groups studied.  Glass’s delta 
is the preferred method in meta-analyses of trials where the intervention alters the variability as well 
as possibly changing the mean value; the variant to be used is then the one using the standard 
deviation in the control group (Deeks et al. 1995). 
 
Ratio of geometric means 
 
If the values are positive, so that they can be log-transformed, the ratio of geometric means is 
reported, with two estimates of its standard error and of its 90%, 95%, and 99% confidence intervals, 
based on the two alternative estimates of the variance, as in the t tests (see above). 
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If stratified data are entered, the overall ratio of geometric means, controlling for effects connected 
with the stratifying variable or variables, is estimated by weighting and combining the results in 
separate strata.  The weights are based on the variances, and therefore two estimators of the overall 
ratio, based on the two alternative estimates of the variances, are reported, with their standard errors 
and 90%, 95%, and 99% confidence intervals. 
 
Ratio of means 
 
For each comparison, the ratio of means is reported, with its 90%, 95%, and 99% confidence 
intervals (the ratio is computed only if the values are positive). If stratified data are entered (as in a 
meta-analysis, where each study is entered as a separate stratum), a pooled ratio of means is 
computed, with its confidence intervals. Separate analyses are performed using fixed-effect and 
random-effects models. Ratios of means are of course meaningful only for measures that use a ratio 
scale, i.e., if a zero measurement indicates absence of the attribute that is measured. 
 
Extensive computer simulations confirm the favourable qualities of this measure of effect, despite a 
bias towards no effect in small trials, and a slight bias in the opposite direction if the ratios are 
heterogeneous (Friedrich et al. 2008a). An empirical comparison based on 232 meta-analyses 
showed that analyses based on the ratio of means demonstrated similar treatment effects to those 
based on the difference between means; heterogeneity was substantially lower than in analyses using 
the ratio of geometric means (Friedrich et al 2008b). 
 
Unlike differences between means, ratios of means may be valid in a meta-analysis where different 
units of measurement are used in different studies. 
 
Other measures of effect 
 
Omega-squared (ω2) is an effect-size index that expresses the strength of the association between the 
row and column variables. It is an estimate of the proportion of variability of the dependent variable 
that is associated with the independent variable in the population (Sheskin 2007: 447) It is calculated 
from the result of the t test (assuming equal population variances and using a pooled estimate of the 
variance). By Cohen's criteria, 0.1379 or more indicates a large effect size, 0.0588 or more (but less 
than 0.1379) indicates a medium effect size, and 0.0099 or more (but less than 0.0588) indicates a 
small effect size (Sheskin 2007: 763).  Cohen (1988) warns that these criteria should be used only 
when there is no better basis for evaluation. A zero or negative value indicates absence of an 
association. 
 
Eta-squared  (η2) is an alternative estimate of the proportion of variability of the dependent variable 
that is associated with the independent variable in the population; it is a more biased estimate of the 
population parameter than omega-squared (Sheskin 2007: 448, 1300). Eta-squared is here equivalent 
to the square of the point-biserial correlation coefficient. 
 
The point-biserial correlation coefficient (which is equivalent to eta) is appropriate if the numerical 
observations can be assumed to be based on an underlying continuous distribution. Its square (eta-
squared) is the coefficient of determination. 
 
Risks, risk differences, risk ratios, and odds rati os 
 
In each stratum, the proportion of values that are at or above a selected cut-point (i.e. the risk of a 
high outcome, e.g. hypertension, hypercholesterolemia, or obesity), or below the cut-point (e.g 
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anemia) can be estimated for each of the two groups entered, with their 95% confidence intervals. 
This option is available if detailed data are entered (whether or not normality is assumed), or if 
normality is assumed and mean values are entered. If detailed data are entered, the calculation is 
based on a direct count, with application of a binomial approach to the dichotomized data.  If means 
and standard deviations (or variances or standard errors) are entered, the computation (using the 
method described by Suissa 1991) derives the proportions (i.e., the risks) from these data. The 
program then reports the estimated measures of association (risk differences, risk ratios, and odds 
ratios), with their 95% confidence intervals, as well as the risks. 
 
If there is more than one stratum, the cut-point entered for the first stratum is used throughout. If 
there is interest in the proportion of values above (and not “at or above”) the cut-point, an 
insignificant quantity should be added when specifying the cut-point (e.g. a blood pressure of 140.1 
instead of 140 mm Hg, or a body mass index of 30.001 instead of 30 kg/m2). If the distributions are 
asymmetric, and lognormal rather then normal, the proportions at/above or below a chosen cut-point 
can be estimated by entering the log of the cut-point, together with the mean and standard deviation 
of the log-transformed values. 
 
The risk of a disease or event is generally more meaningful than the mean value of the underlying 
variable. According to Suissa, his method is accurate, even in small samples, less subject to errors 
due to misclassification, and more efficient than the direct method, provided that the distributions are 
normal; but it is rather sensitive to the shape of the distributions.  Anzares-Cabrera et al. (2011) 
recommend  this method of estimation if sample sizes are large, the distribution of the data is 
symmetrical, and the groups have equal standard deviations  or (if these are different) if the risk in 
the control group is between 20% and 80%; the estimates are not much affected by heterogeneity 
among the studies. 
 
As pointed out by Anzares-Cabrera et al. (2011), the use of mean values as a basis for the estimation 
of risks and measures of association may be helpful in meta-analyses, and especially if there are 
some studies that report means of continuous variables rather than risks. But doubts about the 
underlying distributions necessitate caution in using the findings. Risks are safely estimated only if 
they are in the region of 20% to 80%.The method is particularly appropriate if  samples are large. 
Simulations show that the results are remarkably robust to the presence of heterogeneity across 
studies.  
 
Confidence intervals derived from a P value 
` 
Optionally, if a P value from a significance test is entered together with two means,  90%, 95% and 
99% confidence intervals for the difference are obtained, using the method described by Altman and 
Bland (2011). The estimates may not be correct if the sample  is very small. This procedure may be 
useful when examining published research results that provide P values and not confidence intervals. 
The method may also be used for other variables, e.g. proportions, by entering other values instead 
of means. 
 
If the published P value is an  inequality, and (say) 0.0001 is entered for P < 0.0001, the          
estimated C.I.s will be unduly wide.  If 0.05 is entered for P > 0.05, the estimated  C.I.s will be 
unduly narrow. 
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METHODS 
 
If grouped data are entered, each observation is allocated the value midway between the lower and upper borders of the 
group; this may, of course, affect the accuracy of the results.  In each comparison, up to 200 separate observations or sets 
of grouped values may be entered for each group.. 
 
A fixed-effect model is used in comparisons. 
 
Descriptions of the frequency distributions   
   
For the raw and log-transformed data, the usual formulae are used to compute the mean value, its standard error and 
confidence intervals, and the standard deviation, variance, and coefficient of variation (Zar 1998: formulae 4.8, 4.13, 
6.18 and 7.5).   The mean of log-transformed values is back-transformed to the original units, to provide a geometric 
mean. 
 
The Lilliefors test for normality (Lilliefors 1967) is explained by Sprent (1993: 77-78);the program uses critical values 
provided by Hollander and Wolff (1999: 741: Table A.39).  The D'Agostino-Pearson test for normality, which is based 
on  tests for skewness and kurtosis (D'Agostino 1986, D'Agostino and Pearson 1973), uses formula 6.19 of Zar (1998).   
 
t-tests 
 
The usual formulae are employed for the t-tests (Zar 1998: formulae 8.7a and  8.11). The formula for the degrees of 
freedom for Welch's test (Zar 1998, formula 8.12) uses fractional degrees of freedom, necessitating the use of 
interpolation between integer degrees of freedom. 
 
 Welch's test uses Satterthwaite's formula (Armitage et al. 2002, formula 4.11; Zar 1998, formula 8.12). It uses fractional 
degrees of freedom, necessitating the use of interpolation between integer degrees of freedom. 
 
Comparison of trimmed means  
 
Two pairs of trimmed means are calculated, one trimming 10% of the total number of observations in the sample, 
rounded down to the nearest integer, from each tail, and one trimming 20% of the total number of observations.  
Trimmed means are not computed if there are fewer than 10 observations in either sample. 
Trimmed means, their standard errors (based on the sample Winsorized variance), and the standard error of the 
difference are computed by the formulae presented by Keselman et al. (2004).  The formulae for Yuen’s test (Yuen 
1974) and its degrees of freedom are provided by Keselman et al. (2004).  Approximate confidence intervals for the 
difference are derived from the appropriate t value and the standard error of the difference (Feng 2003). 
 
Variance ratio, F test, Bartlett’s test, Shoemaker’s modified F test , and Levene tests 
 
Confidence intervals for the population variance ratio are estimated by formulae 8.30 and 8.31 of Zar (1998:139-140), 
and by Shoemaker’s method, using his “adjustment number one” (Shoemaker 2003). 
 
The F test is described by Zar (1998: 137: formula 8.28).  Bartlett’s test is described by Zar (1998: 202-204: formulae 
10.44 , 10.46 and 10.47).  Shoemaker’s modified F test (the F1 test) is described by Shoemaker (2003).  It uses fractional 
degrees of freedom computed by formula 1.  Interpolation between integer degrees of freedom is used to compute P 
values and (for confidence intervals) inverse F values.  Levene’s test and its modifications are described by Brown and 
Forsythe (1974); they are based on  the observations’ deviations from the means (in the unmodified test), from  the 
medians (in the “W50” test), and from the 10% trimmed means (in the “W10” test).  
 
Equivalence test 
 
The test uses the confidence interval  or two one-tailed  approach (Westlake 1973, Schuirmann 1987)The method is 
described in detail by Sheskin (2007:  484-492).  If the 90% confidence interval (for example) of the observed difference 
falls completely within the interval -D to D (where D is the largest difference specified as negligible), this means that the 
two one-sided tests are significant at P < 0.05, and the two-sided equivalence test is significant at P < 0.1. 
 
The confidence interval of the difference is derived from the standard error of the difference, which is computed without 
assuming that the population variances are equal. 
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Approximate sample sizes needed to detect equivalence, and for one-tailed tests, are computed by Sheskin’s formula 
11.23; and the formula on p. 492. 
 
Overall significance tests 
 
If stratified data are entered, the significance of the two overall estimators of the difference between means and the ratio 
of means (see below) is tested by Z tests, by dividing the estimators by their standard errors.   
 
Tests and measures of heterogeneity 
 
Heterogeneity tests (for stratified data) are based on formula 10.10 of Fleiss (1981).  
The measures of heterogeneity,  H and I-squared, are described by Higgins and Thompson (2002).  H is computed by 
Higgins and Thompson's formula 6, and increased to 1 (indicating absence of heterogeneity) if it less than 1.  A test- 
based interval is computed by Method III.  I-squared and its 95% interval are computed from H, by formula 10. 
 
Comparison of distributions 
 
If the two variance are not equal, PAS is computed by formula 2 of Rom and Hwang (1996) 
If they are equal, PSR is computed by formula 2 of Giacoletti and Heyse (2011)/ 
ABC is derived from PSR, using Giacoletti and Heyse's fromula 4. 
 
Difference between means 
 
Confidence intervals for the  difference between means are computed by formulae 8.14 and 8.17 of Zar (1998). 
If stratified data are entered, weighted means of the stratum-specific differences, using as weights the reciprocals of the 
variances of the differences (computed in two ways, first by assuming equal population variances, and then by using a 
pooled estimate of the variance), are reported as estimators of the overall difference.  For formulae for the estimators and 
their standard errors and confidence intervals, see Gahlinger and Abramson (1995: 86). 
 
Standardized difference between means 
 
Formulae for the four variants are provided by Deeks et al. 1995, pp 290-302.  
 
Ratio of geometric means 
 
The difference between the means of the log-transformed values is the log of the ratio of the geometric means (see 
Altman  1991: 201-202).  Confidence intervals for the difference are computed by formulae 8.14 and 8.17 of Zar (1998). 
If stratified data are entered, the stratum-specific differences between the means of the log-transformed values are 
weighted and combined, in the same way as the means of the untransformed values (see above), providing estimators of 
the overall ratio of geometric means (and its standard error and confidence intervals). 
 
Ratio of means 
 
The methods used for estimating confidence  intervals and for computing a pooled ratio of rates and its confidence 
intervals, based on the log of the ratio and the variance of the log,  are described by Friedrich et al .(2008a). 
 
Other measures of effect 
 
Omega-squared is calculated as  

(t2 – 1) / (t2 + n1 + n2 – 1)  (Sheskin 2007: equation 11.15) 
where  t = the result of the t test (assuming equal population variances and using a pooled estimate of the variance) 
 n1 and n2 = the sizes of the two samples. 
 
Eta-squared is calculated as  
 t2 / (t 2+ n1 + n2 – 2)  (Sheskin 2007: equation 11.16) 
 
The point-biserial correlation coefficient (Sheskin 2007: equation 28.61 or 28.62) is the square root of eta-squared.. Its 
significance is tested by Sheskin’s equation 28.65, which yields the same (two-sided)  P value as the usual  t test. 
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Risks, risk ratios, risk differences, and odds rati os 
 
For a single stratum, the standard errors of the risks based on direct counts of the data for each group is computed by  
Wilson’s method (Wilson 1927, Newcombe and Altman 2000).  
 
The computation of risks and their variances from mean values and standard deviations uses the formulae described by 
Suissa (1991, Appendix), and also presented by Anzures-Cabrera et al. (2011, formulae 7 and 10).  The approximate 
variances of the measure of association are derived from the estimates of the risks and heir variances (Suissa 1991, p. 
243). 
 
Confidence intervals derived from a P value 
 
As suggested by Altman and Bland (2011), the confidence intervals are derived from the standard error (SE), which is 
computed as  D/z, 
where D = the difference between the means 

z is derived from the P value, using a computation based on a  FORTRAN routine by Hill (1973). 
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H3.  COMPARISON OF SURVIVAL TIMES 

 
This module is appropriate for the analysis of trials and follow-up surveys that compare survival 
times in two independent groups.  It can be used for stratified data and for meta-analyses. 
 
A survival time (“time to event”) is the number of time units (usually days or months) from the start 
of observation until the occurrence of a specified end-point event (such as death, the onset of a 
disease or complication, recovery from a disease, or return to work) or (if the event has not occurred) 
until withdrawal from observation.  The main reasons for withdrawal, or censoring, are loss of 
contact, circumstances that dictate removal from the study, and conclusion of the study.   
 
The findings in two groups can be compared, or a series of comparisons can be made in different 
strata or in different studies.  For each comparison, survival times may be entered separately for each 
subject, or each survival time can be entered with its frequency.  Censored survival times are entered 
by appending “+”, e.g .by entering “37+”.  Up to 250 survival times may be entered for each group.    
If there  is a reference group (e.g. controls  or “unexposed”, it should be entered as group B. 
 
To obtain results that are relevant to specific periods that are of interest, these periods can be entered  
(e.g., 24 months, to obtain information about 2-year survival). 
 
For stratified data, enter the data for each stratum in turn, and then click on “All strata” to obtain the 
combined results,  which permit appraisal of the association while controlling for confounding 
effects of the stratifying variable or variables, and assessment of heterogeneity.   
 
For a meta-analysis, enter the data for each study in turn (as a separate stratum), and then click on 
“All strata” to compare and combine the results in separate studies. 
 
To compare the changes observed in two groups in a before-after study, enter the before-after data 
for each group in turn, and then click on “All strata” for heterogeneity tests. 
 
The program provides a Kaplan-Meier life-table analysis for each group (cumulative survival 
proportions with their 95% confidence intervals, median and mean survival times, and the 
incidence rate of the event), comparisons of survival proportions, tests comparing  survival 
distributions (logrank and Gehan-Wilcoxon test), the ratio of median survival times and the 
hazard ratio (with 95% confidence intervals), and the  trends in the early and later periods of 
follow-up. 
 
If two or more strata are entered, the program can pool the data to provide a Kaplan-Meier life-table 
analysis for each group (cumulative survival proportions with their 95% confidence intervals, 
median and mean survival times, and the incidence rate of the event).  Directly standardized 
survival proportions are also computed, to control for possible confounding effects of the 
stratifying variable or variables.  The program  provides overall logrank tests and hazard ratios 
that control for the stratifying variable(s), and , for use in meta-analyses, estimates of the fail-safe N. 
and the number needed to avoid one event.  
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Cumulative survival proportions 
 
For each group, the cumulative survival proportions (expressed as percentages) at each survival time 
entered are estimated by the Kaplan-Meier procedure.  Cumulative survival proportions are also 
computed for any survival times that have been specified as of special interest, with their 
approximate 95% confidence intervals; these are large-sample limits, and Rothman and Greenland 
(1998: 289-90) recommend their use only if at least five events were observed and there are at least 
five survivors under observation at the time of the calculation; a warning is displayed if these 
conditions are not met. 
 
The step-by-step survival proportions that are reported provide raw data for the construction of 
survival curves, consisting of horizontal lines with vertical steps whenever the survival proportion 
changes.   
 
If stratified data are entered, the Kaplan-Meier procedure is applied to each stratum and to the 
pooled data. 
 
Directly standardized survival proportions 
 
If stratified data are entered, directly standardized survival proportions are computed for one group 
(A), based on the fiction that the distribution of the stratifying variable in this group is the same at 
every survival time entered, as in the other group (B, the reference group).   The standardized 
survival proportions are displayed when the “All strata” button is clicked.  This permits a 
comparison with the  corresponding findings in group B, controlling for the possible confounding 
effect of the stratifying variable or variable .  
 
Standardized cumulative survival proportions (expressed as percentages) in group A are provided for 
each survival time entered , and for survival times that have been specified as of special interest.  
They may not, however, be available for the whole period studied;  they are not calculated beyond 
the last time at which survivors  are present in both groups in all strata. 
 
The survival proportions are estimated by the Kaplan-Meier procedure, and then standardized by the 
method described by Nieto and Coresh (1996), who point out that one advantage of this method of 
adjustment for confounders is that it permits comparison of the shapes of the curves.  The procedure 
can handle time-dependent covariates. 
 
Direct standardization is not performed if there are over 26 strata. 
 
Median and mean survival times 
 
Where possible, median and mean survival times are reported for each group. 
 
Whether survival times are censored or not, the median survival time is defined as the time at which 
the cumulative survival probability drops to 50% or below.  An approximate standard error and 95% 
confidence interval are reported; these values may be inaccurate if the sample is small (Machin and 
Gardner 2000: 97)..  
 
If the survival probability is not precisely 50% at the reported median survival time, an alternative 
median is also reported, based on linear interpolation between the times straddling the 50% mark. 
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The program also computes the median survival time expected if the distribution is exponential;  s is 
very different from the observed median, the assumption of exponentiality can be rejected.. 
   
The mean survival time is displayed, with its 95% confidence interval.  If there are censored survival 
times, these values are estimates. 
 
If stratified data are entered, median and mean survival times are reported for each stratum and for 
the pooled data. 
 
Incidence rate of the event 
 
The average rate of events and its confidence intervals are estimated from the mean survival time 
and its confidence limits.  If any survival times are censored, the rate is an estimate. 
 
If stratified data are entered, the incidence rate is estimated for each stratum and for the pooled data. 
 
Comparisons of survival proportions 
 
For specific survival times that have been specified as being of special interest, the program displays 
the difference between the survival proportions in the two groups, and the ratio of these proportions, 
with their approximate 95% confidence intervals.  The confidence intervals should be used with 
caution if the survival times were selected a posteriori, after examination of the data (Altman 1991: 
376). 
 
If stratified data are entered, these comparisons are performed in each stratum.  If  comparisons of 
survival proportions are required for the pooled data, the pooled data should be entered. 
 
Tests comparing  survival distributions  
 
Mantel’s logrank test and the Gehan-Wilcoxon test compare the survival distributions in the two 
groups.  Both tests allow for censored observations.  One-tailed and two-tailed P values are shown. 
 
The logrank test statistic is computed with and without a continuity correction; this correction is not 
recommended if subjects were randomly allocated to the two groups, but it may be appropriate in 
other circumstances (Peto et al. 1977).  If stratified data are entered, an overall logrank test is 
provided, as well as the logrank tests in the separate strata.. 
 
The Gehan-Wilcoxon test is more heavily influenced than the logrank test by differences in the 
occurrence of short survival times (Selvin 1996: 384; Cox and Oakes 1984: 107).  If there is much 
censoring, it may be less powerful than the logrank test. 
 
If stratified data are entered, the logrank test is applied in each stratum and in the pooled data.  The 
Gehan-Wilcoxon test is applied in each stratum; if it is required for the pooled data, the pooled data 
should be entered. 
 
Ratio of median survival times 
 
Approximate 95% confidence limits are computed for the ratio of the median survival times in the 
two groups, on the assumption that the survival times have an exponential distribution (Simon 1986;  
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Altman 1991, pp 384-385).  To permit this assumption to be checked, the program computes the 
medians that would be expected if the distributions were exponential, for comparison with the 
observed  medians.   
 
If stratified data are entered, the ratio is estimated in each stratum; if it is required for the pooled 
data, the pooled data should be entered. 
 
Hazard ratio 
 
The hazard ratio, which is similar to a relative risk, expresses the relative survival experience of the 
two groups.  A approximate 95% confidence interval is computed.  The program also displays the 
values (in each group) on which the hazard ratio is based – the number of observed events and the 
“extent of exposure” or “expected events”, and their ratio. 
 
For stratified data, the overall hazard ratio is computed, with its approximate 95% confidence 
interval. 
 
Trends in the early and later periods of follow-up  
 
As a simple indication of possible time-related differences between the survival distributions, the 
program summarizes the change in the cumulative survival proportion in each group, in the early and 
later segments of the follow-up period (usually using the median survival period for Group A as the 
cutting-point).  The change is expressed as the drop in the survival percentage.   
 
Comparison of the changes may point to trends that are different in the two groups or time periods.  
Differences in trend in the two periods may be obscured in the overall results.   
 
If stratified data are entered, these trends are appraised in each stratum.  If this appraisal is required 
for the pooled data, the pooled data should be entered. 
 
Fail-safe N  
 
If stratified data are entered, estimates of the fail-safe N are provided for use in meta-analyses (on 
the assumption that the strata represent separate studies), as rough guides to the possible importance 
of the "file drawer problem", i.e. the exclusion of studies that were not published or were not found 
for other reasons.   
 
The program computes the numbers of new "null" studies (those with a hazard ratio of 1) that will 
suffice to bring the overall hazard ratio to a negligible level (0.8, 0.9, 1.1 or 1.2).  No account is 
taken of P-values or the size of the null studies.   
 
Number needed to avoid one event 
 
For use in studies in which the events are avoidable, the program reports the number of individuals 
who are needed in the group with a longer survival time, in order to avoid a single case.   
 
If stratified data are entered,  the number needed is reported for each stratum; if it is required for the 
pooled data, the pooled data should be entered. 
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METHODS 
 
Cumulative survival proportions 
 
Cumulative survival proportions are estimated by the Kaplan-Meier technique (Kaplan and Meier 1958; Armitage et al. 
2002: 575-576; Machin and Gardner 2000: 94-96).  
 
95% confidence intervals for survival proportions at specific selected times are computed from the estimated variance of 
the logit of the proportion, using Greenwood’s formula  (Rothman and Greenland 1998: 289-90).  
 
Directly standardized survival proportions 
 
Standardization is performed by the method described by Nieto and Coresh (1996), using their formulae 1, 2, and 3.  
Occasional anomalous rises in the standardized survival proportion are corrected by reverting to the previous value. 
Standardization is performed if up to 200 times re entered; 
 
Median and mean survival times 
 
The median survival time is defined as the time at which the cumulative survival probability drops to 50% or below.  Its 
approximate standard error and 95% confidence interval are computed  by the formulae provided by Machin and 
Gardner (2000: 97-98), based on the survival times at which the survival probabilities reach or cross the 45% and 55% 
levels, or if these probabilities are equal, the 40% and 60% levels.  The effective sample size required for the calculation 
is the total sample size minus the number censored before the median survival time (Machin and Gardner (2000: 94).  If 
the sample is small, the results are unreliable. 
 
If the survival probability is not precisely 50% at the reported median survival time, an alternative median is also 
reported, based on linear interpolation between the times straddling the 50% mark (Selvin 1996: 374).   
  
The median survival time expected if the distribution is exponential is the sum of the survival times (whether censored or 
not) divided by the number of events  (Altman 1991: 385). 
 
The mean survival time and its confidence intervals are computed in the usual way if no survival times are censored.  
Otherwise, a nonparametric estimate of the mean is computed, based on formula 11.29 of Selvin (1996: 371); its 
standard error is computed by formula 11.31 and used for interval estimation; for this purpose, the longest survival time 
is treated as uncensored, even if it is censored. The formula for 95% confidence  intervals is mean ± 1.96(SE) [in 
versions of COMPARE2 prior to 1.48, mean ± t.SE) was used]. 
 
A mean/median survival time is also computed, based on the assumption that the distribution is exponential (Selvin 
1996, formula 11.19; Altman 1991: 385).  Its standard error is computed by Selvin's formula 11.20. 
 
Incidence rate of the event 
 
Since (in a closed population) an incidence rate is the reciprocal of the average time until occurrence of the event 
(Rothman 1986: 29; Morrison 1979), the reciprocals of the mean survival time (or the estimate of the mean survival 
time) and its confidence limits are used as estimates of the average rate of events and its confidence limits.   
 
Comparisons of survival proportions 
 
For comparisons of survival proportions, the estimation of the variances and confidence intervals of the differences and 
ratios is described by Rothman and Greenland (1998, 291-292).  Formulae 16-15 and 16-16 are used, based on. the 
estimated variances of the logits of the proportions (Rothman and Greenland 1998, pp 289-90). 
 
Tests comparing survival distributions  
 
For the logrank test, a variance-based formula is used (Armitage et al. 2002: 577: formula 17.12); but if the variance is 
zero, formula 17.15 is used.  The test statistic is computed with and without a continuity correction.   Stratified data are 
combined by the method described by Peto et al. (1977). 
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The Gehan-Wilcoxon test is performed by the procedure described by Sheskin (2007: pp 555-557), using a large-sample 
normal approximation (Sprent 1993: 117, formula 5.7) to appraise the sum-of-scores test statistic.  Prior to version 2.10 
of this program, the formulation descried by Sprent (1993: pp 118-120 was used.. 
 
Ratio of median survival times 
 
The computation of a confidence interval for the ratio of the median survival times in the two groups (Simon 1986), on 
the assumption that the survival times have an exponential distribution, is described by Altman (1991: 384-385).  The 
median  survival times used for this purpose are those at which the cumulative survival probability drops to 50% or 
below. 
 
Hazard ratio 
 
The program computes the Pike hazard ratio estimator (Pike 1972), with its confidence interval based on the large-
sample variance of its log (Berry et al. 1991, formula 1). If there are no events in the reference group the confidence 
interval is estimated by the method of Machin and Gardner (1988), using the Peto hazard ratio estimator (Yusuf et al. 
1985). 
 
Stratified data are combined by the method described by Peto et al. (1977).  The estimation of the confidence interval of 
the hazard ratio is described by Machin and Gardner (1988). 
 
Trends in the early and later periods of follow-up 
 
Changes in the survival percentage in each group are reported, in the early and later periods of follow-up.  The cutting-
point used for this purpose is based on the median survival period for Group A (or, if this median is not reached, on the 
point at which the cumulative survival proportion drops to 60%).  The longest survival time entered determines the end 
of the later period.  Where possible, the interval defined for Group A is applied to Group B also.  Linear interpolation is 
used where necessary.   
 
Fail-safe N 
 
The fail-safe N is computed by the following formula, which is derived from Orwin's effect-size formula (Orwin 1983; Hedges 
and Olkin 1985, formula 9, p. 306; or Iyengar and Greenhouse 1988, formula 5): 

Fail-safe N = k[abs(R) - abs(C)] / abs{C} 
where k = No. of studies included in the analysis 
       R = log of the overall hazard ratio  
      C = log of the chosen "negligible value" [0.8, 0.9, 1.1 or 1.2). 
 
Number needed to avoid one event 
 
The number of individuals who are needed in the group with a longer survival time in order to avoid a single case, and its 
confidence interval, are computed from the difference between survival proportions and its estimated variance (Altman and 
Andersen 1999).  
 
 



   I.  COMPARISONS BASED ON SUMMARY MEASURES 

 

 

98

 
 

 
I.  ANY COMPARISON, USING SUMMARY MEASURES FOR 

EACH STRATUM OR STUDY 

This module is designed for use in meta-analyses or studies of stratified data, if a measure of 
association or a P-value is available for each of the component studies or strata.  In such instances it 
is not necessary to enter detailed data for each study or stratum (as in modules A to H of this 
program).  The module is particularly appropriate for meta-analyses based on study reports that 
provide measures of association or P-values without the detailed data on which these were based.  It 
is applicable to the results of studies (trials, or cross-sectional, cohort or case-control studies) that 
compare two independent groups or samples. 

The measure of association may be a ratio measure (odds ratio, risk ratio, rate ratio, or hazard ratio), 
the difference between risks or rates or means, the effect size (the standardized difference between 
means), or other measures with an approximately normal distribution and a zero value when there is 
no association (including kappa, the Z transformation of a correlation coefficient, a simple 
regression coefficient, Kendall's tau, and the population attributable fraction).   

The module can also be used to calculate a weighted mean (precision-based) of a set of proportions. 

In most instances it is necessary to enter the value observed in each study or stratum, together with 
either a standard error or a confidence interval (90%, 95%, or 99%).  This applies to ratio measures, 
differences between risks or rates, and other measures with an approximately normal distribution and 
a zero value when there is no association.  For ratio measures, the required standard error is the 
standard error of the log of the ratio.  The accuracy of the results depends on the accuracy of the 
entries;  entry of rounded-off numbers will yield approximate results. 

For effect sizes (standardized differences between means), the required entries (for each study or 
stratum) are the difference between the means, and each sample’s size and standard deviation.  
 
If measures of association are entered. the program combines and compares them.  It provides 
overall measures of association, using fixed-effect and random-effects models (with standard 
errors, significance tests, and confidence intervals), and tests and measures of heterogeneity.  For 
use in meta-analysis, it also provides estimates of the fail-safe N, two tests for a skewed funnel 
plot (suggesting publication bias), and a sensitivity analysis showing the effect (on the overall 
measure, the tests, and heterogeneity) of excluding each study or stratum in turn. Optionally, a forest 
plot can be drawn, if the measures of association are ratios or differences, and they are entered with 
their confidence intervals. 
 
The values that are entered are compared with a reference value (the value entered as stratum 1) 
 
If P-values are entered, they must be one-sided P-values testing the same direction of effect.  An 
overall probability  is then computed.  Optionally, a weight can be entered together with each P-
value (e.g. the sum of the sizes of the two samples in the study or sample)., and the P-values will 
then be weighted both by the weights and by the square roots of the weights.  The program also 
provides a heterogeneity test, the fail-safe N and a sensitivity analysis showing the effect of 
excluding each study or stratum in turn. 
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Overall measures  
 
If measures of association are entered, two overall measures are computed, using fixed-effect and 
random-effects models respectively.  Using the fixed-effect model, which assumes that the 
individual studies or strata provide estimates of the same true effect, a  precision-based estimator is 
computed; this is a weighted average  that uses the reciprocal of the variance in each study or 
stratum as the weight for the study or stratum; it is not identical with the (preferable) measures 
computed by modules A to H.  Using the random-effects model, which assumes that the studies or 
strata provide estimates of randomly differing effects, a DerSimonian-Laird estimator is computed; 
this takes account of the variation between studies or strata, resulting in wider confidence intervals 
and a more conservative significance test.  The random-effects model gives more weight to small 
studies, and may be inappropriate if sample sizes are very small.  Some investigators use it when 
unexplained heterogeneity is present (Fleiss and Gross 1991, Petitti 1994, Whitehead and 
Whitehead 1991).  “In essence,” say Rothman and Greenland (1998: 668), “a random-effects model 
exchanges a doubtful homogeneity assumption for a fictitious random distribution of effects .  The 
advantage ... is that the standard errors and confidence limits ... will more accurately reflect 
uncertainty about unaccounted-for sources of variation”.   The Dersimonian-Laird estimator is not 
displayed if this procedure does not increase the variance of the overall measure. 
 
For each estimator, a chi-square test is performed, appraising whether the estimator differs from 
zero, and a standard error and 90. 95, and 99% confidence intervals are displayed.. 
 
The overall values are of questionable validity if the separate values are widely discrepant, e.g. if 
they demonstrate associations in opposite directions or if the heterogeneity test is significant at a 
conservative level of significance (Fleiss 1981: 164).  The procedure should not be used for small 
samples. 
 
If effect sizes (standardized differences between means) are used, the program provides two aids to 
the appraisal of the overall effect size.  First, it displays the approximate percentage of members of 
one group whose values fall below the mean of the other group (Glass et al. 1981: 29), based on the 
assumption that the population variances in the two groups are equal.  Secondly, it computes an odds 
ratio (Tritchler 1995) that expresses the accuracy with which individuals would be allocated to the 
two groups on the basis of likelihood ratios derived from a comparison of the distributions, using 
any arbitrary cut-point.  It is the ratio of the odds in favour of correctly classifying members of either 
one of the groups to the odds in favour of incorrectly classifying members of the other group.  
Because effect sizes are "unitless", they can be used for combining the results of studies that use 
different measurement scales; but, as pointed out by Greenland (1987), Petitti (1994: 123) and 
others, this may be misleading. 
 
Proportions 
 
The program can compute an overall proportion, after entry of either a set of proportions with their 
standard errors or confidence intervals, or of their respective numerators and denominators.  Two 
sets of results are provided – one based on simple pooling of the data (if numerators and 
denominators were entered), and the other a precision-based estimate, using the reciprocal of the  
variance of the proportion  as the weight for the proportion.. 
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Overall probability  
 
If measures of association are entered, the overall probability is measured by chi-square tests that 
appraise whether the estimator of the overall measure differs from zero. 
 
If P-values are entered the program combines them, to provide an overall test of significance, on the 
assumption that they are based on tests of essentially the same hypothesis.  The studies from which 
the P-values are obtained must be independent of one another, but different tests may be used – 
neither the statistic nor the outcome variable has to be identical.  For example, P-values from a t test, 
chi-square test, and other tests may be combined to produce a summary P-value.  A summary 
P-value can, however, lead to misrepresentations if the individual test statistics do not have a 
continuous distribution (Oldham 1968: 114-115; Mosteller and Bush 1954). 
 
Several summary P-values are computed, using procedures suggested for this purpose by Fisher 
(1948), George (1977), Stouffer et al. (1949: 45), Mosteller and Bush (1954), and Edgington (1972).  
One-tailed and two-tailed summary P-values are displayed.  Edgington's normal-curve procedure 
(Edgington 1972) is an additive method, based on the mean of the sum of P-values.  
 
The Edgington and Stouffer procedures are stated to be more appropriate as indications of the 
consensus of test results than Fisher's test, which is influenced more heavily by smaller than by 
larger P-values (Rice 1990). Edgington’s method is not used  if there are fewer than four P-values, 
since it then has “no practical value” (Edgington 1972). 
 
One-sided P-values must be entered, all testing the same direction of effect.  It is generally 
satisfactory to halve the two-sided value, but if the direction of the observed effect is opposite to that 
of the study hypothesis, the halved two-sided P-value should be subtracted from 1 before entry. 
 
Optionally, weighting factors may be entered, for use in the calculation of a weighted average of the 
separate test statistics (Mosteller and Bush 1954).  If they are entered, the program provides three 
sets of results for Stouffer's and George’s procedures: unweighted, weighted by the factors entered, 
and weighted by the square roots of the factors entered.  Computer simulations indicate that the 
weighted Z-method (Mosteller and Bush 1954; Liptak 1958) is more powerful than, and hence 
preferable to, Fisher's method or Stouffer's unweighted Z-method  for a combination of independent 
tests of the same null hypothesis(Whitlock 2005). According to Whitlock, the ideal weights  are the 
reciprocals of the variances. The weighting factor may be the sample size (i.e. the combined sizes of 
the samples that are compared) or some measure of study quality (DeMets 1987). Whitlock points 
out that in a meta-analysis the allocation of large weights to large studies may reduce the effect of 
publication bias due to the omission of small studies, In a study using different tests based on the 
same sample (as in genetic epidemiology), Won et al. (2009) recommend the use of effect sizes as 
weights.; if precise effect sizes are unknown they advise use of the Fisher method if the effect sizes 
are expected to be small, and the unweighted Z-method if effect sizes are expected to be large. 
 
In one comparative study, weighting by the square root of the sample size yielded a summary P-
value similar to those computed by the Cochran-Peto and log odds ratio procedures for combining 
data from independent four-fold tables.; these methods essentially weight by the square root of 
sample size (Canner 1987). 
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Hedges and Olkin (1985) compare the statistical properties of various methods.  Simulation studies 
of power suggest that George’s logit procedure (George 1977) may be nearly optimal for a variety of 
situations. 
 
Tests and measures of heterogeneity 
 
The program provides heterogeneity tests  for the measures of association in the different studies or 
strata.  These tests should be interpreted with caution, since their power is low; if the result is 
significant at the 0.05 level, the hypothesis of homogeneity can be rejected; but “a high p-value ... 
does not show that the measure is uniform, it only means that heterogeneity ... was not detected by 
the test” (Rothman and Greenland 1998: 276); the larger the strata, the more valid the test. 
 
 The program also provides two measures of heterogeneity, H and I-squared, with their approximate 
95% intervals, for the measures of association.  An H value of less than 1.2 suggests absence of 
noteworthy  heterogeneity, whereas a value exceeding 1.5 suggests its presence, even if the 
heterogeneity test is not significant.  I-squared expresses the proportion of variation that can be 
attributed to heterogeneity (in a meta-analysis, to interstudy variation) rather than to sampling error. 
 
The estimates of the overall measure of association are of questionable value if the findings in the 
various studies or strata are very disparate.   If the results are not uniform, explorations of possible 
causes – e.g. associations with study design or quality or with the sizes or other characteristics of the 
samples – may be revealing 
 
The uniformity or heterogeneity of the measures in the different studies or strata can be appraised 
not only by these tests and measures, but by plotting the values and their confidence intervals 
graphically, and comparing them. 
 
If P-values are entered, the heterogeneity test (which is based on the dispersion of the Z scores) 
yields a low P-value if the individual test statistics are very dissimilar.  The test is not very 
meaningful if the sample sizes for individual tests are small. 
 
Forest plot 
 
Optionally, a forest plot can be drawn, providing a simple visual representation of the variation 
between studies (Egger et al. 1997).  Forest plots may also be useful in cumulative meta-analyses 
(Egger et al. 2001) and in sensitivity analyses comparing methods of meta-analysis (Egger and 
Smith 2001). 
 
The plot can be drawn if the measures of association are ratios or differences, and if they are entered 
with their confidence intervals. A horizontal line portrays the confidence interval of each study, 
extending to both sides of a symbol that represents the point estimate.  If ratios are entered a log 
scale is used for the x axis, and a vertical line, drawn at 1 on this axis, indicates the absence of an 
effect. If differences are entered, a simple numerical scale is used, and the vertical "no-effect"  line is 
drawn at zero.. 
 
Several options are offered: (a) a label can be entered and shown for each study; (b) the sizes of the 
studies can be entered, for reflection in the sizes  of the  symbols used for the point estimates; (c) the 
symbols to be used can be selected (solid or hollow squares, circles, or triangles); (d) smaller or 
larger symbols can be chosen; (e) the overall measure (by a fixed-effect or random-effects model) 
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can be entered, for display at the foot of the chart; and (f) a caption can be entered for the graph, e.g. 
"Odds ratio and 95% confidence interval”. 

 
The specimen forest plot portrays a negative relationship between months of breastfeeding and the 
presence of overweight in adult life,  using findings culled from a meta-analysis by Harder et al. 
(2008). 

 
 

 
 
                                               Specimen forest plot 
 
Fail-safe N 
 
Estimates of the fail-safe N are provided for use in meta-analyses, as rough guides to the possible 
importance of the “file drawer problem”, i.e. the exclusion of studies that were not  published or not 
found for other reasons.   
 
If  ratio measures (odds, risk, rate, or hazard ratios) are entered, the program computes the numbers 
of new “null” studies (those with a ratio measure of 1) that will suffice to bring the overall ratio 
measure to a negligible level (0.8, 0.9, 1.1 or 1.2). 
 
If effect sizes are used, the program computes the numbers of new “null” studies (those with an 
effect size of 0) that will suffice to bring the overall effect size to a negligible level (0.1 or 0.2). 
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If P-values are entered, the fail-safe N is computed if the overall test is significant (i.e. if the 
summary P-value is 0.05 or less by the Stouffer method without weighting).  The fail-safe N is an 
estimate of the number of nonsignificant tests that must be added in order to push the overall P 
above 0.05.  If the overall test is significant at the 0.01 level, the number of null tests required to 
push P above 0.01 is also computed.   At each of these two levels, the fail-safe N is computed by two 
methods.  The first (Rosenthal 1979) is based on the assumptions that the null hypothesis is true and 
that all significant results at the given two-tailed P level have been included.  The second method, 
which yields a lower fail-safe N, has been called a “worst-case” calculation (Rosenthal and Rubin 
1988; Iyengar and Greenhouse 1988b).  It allows for a stronger bias in the ascertainment of studies, 
and makes the assumption that significant results at a given one-tailed P level have been included, 
and missing studies are not significant or are significant in the opposite direction.  
 
Tests for a skewed funnel plot 
 
If measures of association are entered, two tests for a skewed funnel plot are performed, for use in 
meta-analysis.  The tests, which examine the association between the sizes of the effects in the 
component studies and their precision, are the regression asymmetry test and the adjusted rank 
correlation test.  
  
In each test, a low P value suggests possible publication bias, although the "small-study effect" 
(Sterne et al. 2000) that it indicates may have some other cause, such as the use of higher-risk 
subjects in smaller studies, resulting in an association between sample size and the effect under 
consideration.   
 
Both tests have a low power if they are based on few component studies.  The regression asymmetry 
test is generally more powerful (Egger et al. 1997; Sterne et al. 2000). A critical P level of at least 
0.1 should be used for both tests. 
 
Sensitivity analysis 
 
In a meta-analysis, it may be considered unwise to draw a conclusion that hinges on a single study.  
Therefore, to permit examination of the possibility that the overall results are unduly affected by a 
single study or stratum, the program calculates a set of “partial” overall results (using the fixed-
effect model), each time excluding a different component study or stratum. 
 
If measures of association are entered, each set of “partial” results comprises an overall measure of 
association (with its 95% confidence interval), a chi-square test, and tests and measures of 
heterogeneity.  In addition, the program tests the significance of the difference between each 
component measure and the overall measure based on all other measures;  two P-values are 
displayed for each test, one for 1 degree of freedom and one for k-1 degrees of freedom (k = total 
number of P-values); the latter P-value should be used if the comparison was suggested by the data.  
The sensitivity analysis for measures of association is omitted if there are many strata. 
 
If P-values are entered, a set of overall P-values (one-tailed, George’s method) is provided, each one 
based on all the component P-values except one. 
 
Comparisons with a reference value  
 
The values that are entered are compared with a reference value (the value entered as stratum 1). 
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Absolute and relative differences from the reference value are reported if the statistic entered is  a 
proportion or rate, or if it is a difference (e.g. between rates or risks) or another normally-distributed 
statistic. The relative difference is the absolute difference expressed as a percentage of the reference 
value. Two sets of 95% confidence intervals, based on large-sample methods (and therefore to be 
regarded as approximations if samples are small)  are reported  for both the absolute and relative 
differences.  In each instance the confidence limits in the second set are  adjusted to allow for the 
effect of multiple testing. 
 
If the statistic entered is  a proportion or rate (and numerators and denominators are entered), or if it 
is a ratio (e.g. an odds ratio, risk ratio, cumulative incidence ratio), the program reports the ratio of 
each value to the reference value.   If numerators and denominators or standard errors are entered, a 
95% confidence interval  is estimated for the ratio. If confidence intervals are entered, the 
confidence interval computed for the ratio has the same confidence level as those entered. The 
confidence interval for the ratio is estimated by a procedure (Zou and Donner 2008) based on the 
confidence intervals of the values that are entered; this procedure  is appropriate for small as well as 
large samples, and does not assume symmetry of confidence intervals.  If standard errors are entered, 
Zou and Donner's procedure is applied to confidence intervals estimated from the standard errors.  
 
The use of relative as well as absolute differences is recommended  when appraising disparities in 
health measures (Kappel et al. 2005).  Absolute and relative discrepancies may lead to different 
conclusions (Moser et al.  2007 ) 
 
 

METHODS 
 
Up to 100 studies or strata may be entered.    
 
If confidence intervals for measures of association are entered, standard errors are computed on the assumption that the 
confidence limits are equidistant from the point estimate (or, for ratio measures, that their logs are equidistant from the 
log of the point estimate). 
 
During processing, zeros are converted to 0.00001 when necessary to avoid computation errors.   
 
Overall measures of association 
 
The precision-based procedures are described by Fleiss (1981: 161-164, 185, 302) and Kleinbaum et al. (1982: 341-342, 
359-361).  The DerSimonian and Laird procedure is described by DerSimonian and Laird (1986) . Zero ratios are 
changed to 0.00001.  The Q statistic, which plays a central role in the analysis, is based on the data for separate strata and 
the precision-based estimate of the common measure.  If Q + 1 is less than the number of strata the random-effects and 
fixed-effect models yield identical results.  Results may differ slightly from those provided by modules A to D, which 
use the Mantel-Haenszel estimate of the common measure, not the precision-based estimate. 
 
For effect sizes (standardized differences between means), the analysis follows the lines described by Petitti (1984: 119-
123). Pooled standard deviations (assuming equal population variances) and approximate variances of effect sizes are 
computed by formulae from Hedges and Olkin (1985: 79, 80). The formula for the odds ratio (based on Tritchler 1995) is 
 Odds ratio = [a  /  (1 - a)]2 

where a = 1 – P 
 P = one-tailed probability for Z (standardized normal deviate) 
 Z = |Effect size|  /  2   
 
Overall probability  
 
Fisher's method  (Fisher 1948) of combining probabilities is based on the product of the P-values,  and Stouffer's method 
(Stouffer et al. 1949: 45) on the sum of the Z values (standard normal deviates) derived from the P-values.  The formulae 
for Fisher's and Stouffer's methods are described by DeMets (1987).  George’s logit procedure (George 1977; 
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Mudholkar and George 1979) uses formulae 8, 9, and 10 in Hedges and Olkin (1985: 40-41).  For Edgington’s 
procedure, the program uses formula 2 of Edgington (1972).When combining P-values, P-values less than 0.0000001 are 
changed to 0.0000001, and P-values exceeding 0.9999999 are changed to 0.99eterogeneity 
 
If  measures of association are entered, the heterogeneity chi-square tests are based on formula 10.5 of Fleiss (1981) 
 
If  P-values are entered, heterogeneity is appraised by the following formula (Wolf 1986: 23): 

chi-square (k-1 d.f.) = ∑[Zi - (∑ Zi  /  k)2] 
where  Zi = the test statistic in the individual test    

k = the number of tests. 
 

The measures of heterogeneity,  H and I-squared, are described by Higgins and Thompson (2002).  H is computed by 
Higgins and Thompson's formula 6, and increased to 1, indicating absence of heterogeneity,  if it less than 1.  A test- 
based interval is computed by Method III.  I-squared and its 95% interval are computed from H, by formula 10. 
 
Forest plot 
 
The forest plot is drawn with the aid of Wilko C Emmens's XYgraph unit (version 2.2). The default size of each study's 
symbol is determined by the quintile (of sample size) in which it falls. 

 
Fail-safe N 
 
Orwin's formula is used for effect sizes (Orwin 1983; Hedges and Olkin 1985, formula 9, p. 306; or Iyengar and 
Greenhouse 1988, formula 5), and a formula derived from this is used for ratio measures;: 

Fail-safe N = k[abs(R) - abs(C)] / abs{C} 
where k = number of studies included in the analysis 

R = log of the overall odds ratio or risk ratio 
 C = log of the chosen "negligible value" [0.8, 0.9, 1.1 or 1.2). 
 
If P-values are entered and the summary P-value is 0.05 or less by the Stouffer method without weighting, the fail-safe N 
is computed by two methods.  The first (Rosenthal 1979) is based on the assumptions that the null hypothesis is true and 
that all significant results at a given two-tailed P level have been included.   Rosenthal's formula is 
 N = ∑(Zi)

2 / 2.7055  for a critical level of P <= 0.05 
      or N = ∑(Zi)

2 / 5.4119   for a critical level of P <= 0.01 
where Zi  =  the Z value (standard normal deviates) derived from the specific  P-value. 

The second method yields a lower fail-safe N, and has been called a "worst-case" calculation (Rosenthal and Rubin 
1988; Iyengar and Greenhouse 1988b).  It allows for a stronger bias in the ascertainment of studies, and makes the 
assumption that significant results at a given one-tailed P level have been included, and omitted studies are not 
significant or are significant in the opposite direction.   The equation (Iyengar and Greenhouse (1988a: formula 4) is: 

N = [-b - √(b2 - 4ac)] / 2a 
where a = 0.01177  for a critical level of P <= 0.05  or  0.0007236  for a critical level of 0.01 
 b = -0.217∑Zi - 2.70554  for a critical level of 0.05  or  -0.0538∑Zi - 5.4119  for a critical level of 0.01 
 c = (∑Zi)

2 - 2.70554k  for a critical level of 0.05  or  (∑Zi) 
2 - 5.4119k  for a critical level of 0.01 

 k = the number of studies included in the analysis 
 ∑Zi = the sum of the test statistics in the k studies 
 
The estimates of the fail-safe N are rounded off to the nearest whole number. If N < 1 (but not zero) it is taken as 1. 
 
Tests for a skewed funnel plot 
 
The regression asymmetry test (Egger et al. 1997) uses linear regression.  It regresses the standard normal deviate (SND, the 
measure of association divided by its standard error) against precision (the inverse of the standard error of the effect measure). 
If a ratio measure is used, its log is used, in both this test and the adjusted rank correlation test.   The regression equation is 

SND = intercept + b x precision. 
In the absence of bias, an intercept of zero is expected.  The program reports the intercept and its 90% confidence interval, and 
tests its difference from zero; two-tailed P is displayed.  The usual formulae for least-squares linear regression are used (e.g. 
Woolson and Clarke 2002: 309-311; Zar 1998: formula 6.21). 
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The adjusted rank correlation test (Begg and Mazumdar 1994) uses Kendall's rank correlation  (Siegel and Castellan 1988: 
245-54) to appraise the association between the sizes of the effects in the component studies (after first standardizing these 
effect measures) and their standard errors.  In the absence of bias, a tau of zero is expected.  Allowance is made for ties in the 
computation.  If there are 30 or fewer component studies, tables of critical levels for one-tailed P = 0.05, 0.025, 0.01, and 0.005 
(Siegel and Castellan 1988: Tables RI and RII) are used.  If two-tailed P exceeds 0.01 according to these tables, and for larger 
samples, a Z test (making allowance for ties) is used (Armitage et al.2002: 290).  The two-tailed P value is displayed. 
 
Proportions 
 
Approximate confidence intervals for the pooled proportion are estimated  by adding or subtracting (e.g.) 1.96 times the 
standard error.  In the computation of precision-based estimates, zeros are replaced by 0.001. 
 
Differences from the reference value 
 
For both absolute and relative differences,from the reference value,  the large-sample methods employed by Cheng et al. 
(2008) are used: 
 
For absolute differences: 
D = absolute difference = Vi - Vref 
95% CI for D = D ± 1.96(SEdiff) 
SEdiff = standard error of D = √(SEi

2 + SEref
2) 

 
For relative differences: 
pctDiff = percent difference = D / Vref 
SEpctDiff = standard error of pctDiff = RSEpctDiff x pctDiff 
RSEpctDiff=  √ (RSEDiff

2 + RSEref
2) 

RSEDiff  =  √ (SEi
2 + SEref

2) / D 
RSEref = SEref / Vref 
95% CI for pctDiff  = pctDiff ± 1.96(SEpctDiff) 
 
where Vi = the  value under consideration 

Vref = the reference value 
  SEi = the standard error of Vi 
   SEref = the standard error of Vref 
 
If confidence intervals for Vi and Vref are entered, SEi and SEref are approximated on the assumption that the confidence limits 
are equidistant from the point estimate. 
 
To adjust for multiple comparisons, a P value (Pi) is calculated for each comparison, derived from Zi: 

Zi= standard normal deviate =  pctDiff / SEpctDiff 
. 
The Pi values are then adjusted for multiple comparisons, using Holm's procedure (Holm 1979, Aicken and Gensler 1996), and 
adjusted z values (adjz) are then back-calculated from the  adjusted Pi values, and used to obtain adjusted SEs (pctDiff / 
adjz)., which are substituted for SEpctDiff when computing the confidence interval. 
 
Confidence intervals for the ratios of values to the reference value are estimated from the confidence intervals for the values, 
along the lines suggested by Zou and Donner (2008). If numerators and denominators are entered, the confidence intervals for 
the values are estimated by Wilson's score-test method (Wilson 1927), as described by Newcombe and Altman (2000).  If 
standard errors are entered, the 95% confidence interval for each value is estimated as 

exp[ln(Ri) - 1.96(SEi)] to  exp[ln(Ri) + 1.96(SEi)] 
where  Ri = the value 
          SEi = the standard error of its log. 
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M.  EFFECT OF MISCLASSIFICATION 
 
This module appraises the effect of misclassification (nondifferential or differential) on a 2 x 2 table.   
It demonstrates the effect of the sensitivity and specificity of the measures on the association 
between two dichotomous variables. by computing the “true” findings that would give rise to the 
observed findings. 
 
The observed findings, the type of study. and the sensitivity and specificity of the measures must be 
entered.  The program labels the variables as “disease” and “exposure, but it may be applied to any 
pair of dichotomous variables. 
 
The study may be a study of a population or a representative sample of a population, or a 
comparison of two independent samples.   
 
The sensitivity and specificity of both measures (of disease and of exposure) must be entered.  If 
these differ in the two groups (differential validity), separate entries are required for each group.  
The procedure assumes that the probability of misclassification of one variable is independent of the 
probability of misclassification of the other.   
 
In a comparison of two samples using different sampling fractions, the computed ‘true’ findings 
need not reflect the ‘true’ findings in the population from which the samples were drawn, unless 
sensitivity and specificity in the study data are entered, rather than sensitivity and specificity in the 
total population, which may be very different (Greenland and Kleinbaum 1983; Rothman and 
Greenland 1998: 351-352). 
 
The “true” results computed by the program are the cell frequencies, the odds ratio, and, in studies of 
a total population or comparisons of exposed and unexposed groups, the risk ratio (the ratio of the 
proportion with the disease among the exposed to the proportion with the disease among the 
unexposed, with approximate 95% confidence intervals for these ratios.  No account is taken of other 
porrible sources of bias. 
 
The computed “true” results are not shown if they are unrealistic (i.e.,if a “true” frequency is 
negative).  A message is displayed saying that the observed frequencies are not compatible with the 
sensitivity and specificity values, and that if the entries are correct, the findings may represent 
sampling error or the effects of bias. 
 
 
Note that in some circumstances this procedure may yield surprising findings.  Nondifferential 
misclassification generally brings the odds or risk ratio nearer to 1, and the correction increases it. 
But in a study of the association of a disease with a risk factor that has a very low prevalence, an 
extremely small difference in the specificity of the exposure measure in cases and non-cases may 
yield a "corrected" odds or risk ratio that is nearer to 1, or even crosses to the other side of 1; it may 
also produce a surprisingly marked increase in the odds or risk ratio.  In such extreme instances, the 
correction may be deemed unreliable (Jurek et al. 2008). 
 

METHOD 
 
The program constructs a 4 x 4 matrix representing equations that express the relationship between the observed and true 
(correctly classified) frequencies, and solves them by calculating the inverse of the matrix and postmultiplying this by a 
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vector composed of the observed frequencies. The procedure is a generalization of Barron's procedure for nondifferential 
misclassification (Barron 1977); see Kleinbaum et al, (1982: 228-236) and Greenland and Kleinbaum (1983).  If the 
matrix is not invertible an error message is displayed. If misclassification is nondifferential, formula 12.4 of Kleinbaum 
et al. produces the same results. 
 
Approximate 95% confidence intervals are computed for the modified estimates of the odds and risk ratios, based on the 
adjusted frequencies, after rounding them off to the nearest integer. These intervals are derived from the standard errors 
of the logs of the modified values of the odds and risk ratios (Morris and Gardner 2000: 58 and 61).  Uncertainty of the 
sensitivities and specificities is not taken into consideration. 
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P1.  POWER OF TEST FOR COMPARISON OF PROPORTIONS 

 
This module estimates the power of exact and chi-square tests for detecting a difference of a given 
magnitude between two independent proportions, given the significance level and sample sizes.    
For exact tests (Fisher and mid-P) it computes the expected power (also called overall, average or 
unconditional power) (Bennett and Hsu 1960, Hirji et al. 1994), which is particularly appropriate 
when a study is being designed..  Computation of  the power of exact tests is slow if the samples are 
large, and can be optionally aborted; it is not done for very large samples.. 
 
Besides the significance level (a one-tailed or two-tailed value may be entered) and sample sizes, the 
program requires entry of  one of the proportions, and the magnitude of the difference to be detected.  
The samples are designated A and B, and the  required proportion is the known or assumed 
proportion in sample B.   If there is a control (comparison) group (non-cases in a case-control study, 
or subjects not exposed to a supposed risk or protective factor, or to an experimental treatment in a 
trial), it should be called sample B.  The magnitude of the difference to be detected can be indicated 
by entering an odds ratio, a risk ratio (the ratio of the proportions), or the proportion in sample A. 
 
If losses of sample members are expected (non-inclusion in the analysis because of failure to find 
addresses, nonresponses, dropouts etc.), allowance should be made for this before entering the 
intended sample sizes, by multiplying them by (100 - R)2 / 10000, where R is the percentage of 
expected losses (Lachin 1981). this does of course not compensate for possible bias.  
 
The effects of changing the significance level sample sizes or other parameters are easily examined..   
 
The program computes the power of  Fisher’s and mid-P exact tests and the power of a chi-squared 
test, with and without a continuity correction.  The continuity correction reduces the power estimate.  
If an odds ratio of 1 is entered, the program computes the "true" type I error proportion (Casagrande 
et al. 1978b).        
 
The program can also be used to determine the sample sizes required for an exact test with a given 
power, by entering different sample sizes in a series of trial-and-error estimations of expected power, 
until the required power is attained (Hirji et al. 1994). 
 
 
 

METHODS 
 
For exact tests, power is computed by formulae provided by Casagrande et al. (1978a) and Bennett and Hsu (1960). It is 
not computed if the combined sample sizes exceeds 1754.  The accuracy of the computations has been checked against a 
program (Hirji et al. 1994) kindly provided by Prof. S.E. Vollset. 
 
A number of methods of computing power for chi-square tests are available, and their results differ (Sahai and Khurshid 
1996).  For computing power without a continuity correction, this program used a formula derived from formula 3.19 in 
Fleiss (1981); this is formula 24.76 in Zar (1998, p. 560) and formula 22 in Sahai and Khurshid (1996).  Power with a 
continuity correction is computed by formula 52 in Sahai and Khurshid (1996).  If the computation entails division by 
zero, the zero is changed to 0.0000001. 
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P2.  POWER OF TEST FOR COMPARISON OF PROPORTIONS: 

STRATIFIED DATA  
 
This module estimates the power of a Mantel-Haenszel test (Mantel and Haenszel 1959) or Cochran 
test (Cochran 1954), on the assumption that the odds ratio is the same in all strata .  It regards the 
relative number of members of the two groups (e.g. cases and controls in a case-control study) in 
each stratum as fixed (Woolson, Bean and Rojas 1986).  
 
Besides the significance level (a one-tailed or two-tailed value may be entered), the total sample 
size, the odds ratio to be detected, and the number of strata, the program requires three items of 
information (known or assumed)  for each stratum:  the stratum’s relative size (e.g. the number of 
subjects, or the percentage or proportion of the total sample);  the ratio (in this stratum) of the size of 
sample B to the size of sample A;  and the proportion  (expressed as a percentage) in sample B in 
this stratum (i.e.,  the percentage of sample B, in this stratum, who have the attribute under study).  If 
there is a control (comparison) group (non-cases in a case-control study, or subjects not exposed to a 
supposed risk or protective factor, or to an experimental treatment in a trial), it should be called 
sample B.   
 
If losses of sample members are expected (non-inclusion in the analysis because of failure to find 
addresses, nonresponses, dropouts etc.), allowance should be made for this before entering the 
intended sample sizes, by multiplying them by (100 - R)2 / 10000, where R is the percentage of 
expected losses (Lachin 1981). this does of course not compensate for possible bias.  
 
The effects of changing the significance level, sample sizes or other parameters are easily examined 
 
The program estimates power for tests with and without continuity corrections.  The continuity 
correction reduces the power estimate 
 
 
 

METHOD 
 
The computation of power for a stratified case-control study is based on the Cochran-Mantel-Haenszel statistic expressed 
as a weighted average of the difference between two independent binomial proportions (in the two groups that are 
compared). The formula (without a continuity correction) is derived from formula 2.8 of Woolson, Bean and Rojas 
(1986).  For a continuity correction, use is made of the correction factor defined in formula 2.5. 
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P3.  POWER OF TEST FOR COMPARISON OF DISTRIBUTIONS 
IN ORDERED CATEGORIES  

 
This module estimates the power of a Mann-Whitney (Wilcoxon rank sum) test used to compare two 
independent samples with respect to the distribution of an attribute that has ordered categories 
(Mann and Whitney 1967; Wilcoxon 1945)..  The test might be used (for example) to compare levels 
of exposure to a supposed causal factor (e.g. heavy smokers, light smokers, nonsmokers) in a case-
control study, or levels of outcome (e.g. severe illness, moderate illness, mild illness or no illness) in 
a cohort study or trial. 
 
A proportional odds model is employed.  That is, it is assumed that when the 2 x k table that displays 
the presence of the attribute in a set of k ordered categories is converted to a 2 x 2 table by  
combining adjacent categories, the odds ratio is the same, whatever cutting-point is used. 
 
The samples are labelled A and B   If there is a control (comparison) group (non-cases in a case-
control study, or subjects not exposed to a supposed risk or protective factor, or to an experimental 
treatment in a trial), it should be called sample B.   
 
Besides the significance level (a one-tailed or two-tailed value may be entered), the sizes of the two 
samples, and the number of categories, the program requires entry of the relative sizes (known or 
assumed) of the categories in sample B (e.g. numbers of subjects, or the percentage or proportion of 
sample B falling into each category) , and either the odds ratio to be detected, or the percentage of 
sample A that is expected or known to be in the first category. 
 
If losses of sample members are expected (non-inclusion in the analysis because of failure to find 
addresses, nonresponses, dropouts etc.), allowance should be made for this before entering the 
intended sample sizes, by multiplying them by (100 - R)2 / 10000, where R is the percentage of 
expected losses (Lachin 1981). this does of course not compensate for possible bias.  
 
The procedure is based on a normal approximation, and may not be accurate for small samples. 
 
The effects of changing the significance level, sample sizes or the number of categories are easily 
examined. 
 
The program displays the power of the test and (if the odds ratio was not entered) the odds ratio 
computed from the percentage of sample A in the first category. 
 

 
 

METHOD 
 
The formula is derived from formula 10 of Whitehead (1993).  Allowance is made for ties. 
 
If the percentage of sample A that is expected or known to be in the first category is entered instead of the odds ratio, the  
odds ratio is calculated, assuming a proportional odds model.  
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P4.  POWER OF TEST FOR COMPARISON OF MEANS 
 
This module estimates the power of a t test for detecting a difference of a given magnitude between 
the means in two independent populations, given the significance level and sample sizes.  The results 
should be used with caution if the samples are very small. 
 
Besides the significance level (a one-tailed or two-tailed value may be entered), the sizes of the 
samples, and the magnitude of the difference to be detected, the program requires entry of either the 
known or assumed pooled variance or the known or assumed standard deviations in the two samples. 
 
If losses of sample members are expected (non-inclusion in the analysis because of failure to find 
addresses, nonresponses, dropouts etc.), allowance should be made for this before entering the 
intended sample sizes, by multiplying them by (100 - R)2 / 10000, where R is the percentage of 
expected losses (Lachin 1981). this does of course not compensate for possible bias.  
 
The effects of changing the significance level, sample sizes or other parameters are easily examined..   

 
 
 

METHOD 
 
The program uses the method described by Lachin (1981) in formula 7, after dividing the sample size by the correction 
factor described. 
 
If the pooled variance V is not entered it is computed as follows:      

V = SA
2 (QA) + SB

2(QB) 
where  SA and SB = standard deviations of Samples A and B respectively 

QA and QB -= proportions of subjects in Samples A and B respectively 
 
 
 



                 A.  COMPARISON OF PROPORTIONS OR ODDS 

S1.  SAMPLE SIZES FOR COMPARISON OF PROPORTIONS  
 
This module computes the sizes of the samples required to detect a true difference of a given 
magnitude between proportions in two independent samples, with a given significance level and a 
given power or precision.  Options are provided for comparing two cluster samples, and for 
determining the required cluster size if the number of clusters is fixed. 
 
The samples are labelled A and B   If there is a control (comparison) group (e.g. subjects not 
exposed to a supposed risk factor or to an experimental treatment), it should be called sample B.  
The program can estimate the sample size needed for a test of “super-superiority”. 
  
The desired significance level (alpha) for a two-sided test, the ratio of the sample sizes, the known 
or expected proportion in Sample B, and the magnitude of the difference to be detected must be 
entered.  If a one-tailed test is wanted, alpha must be doubled; e.g., 10% should be entered to obtain 
sample sizes for a 5% significance level.  The size of the difference to be detected can be indicated 
by entering an odds ratio, the ratio of the proportions, or the proportion in sample A.  The effects of 
changing the significance level or other parameters are easily examined .   
 
To stipulate the power of the test, it is entered as a percentage, e.g. 80%.  Cohen (1988: 56) 
recommends an allowable Type II error (beta) of about four times alpha.  Thus, for an alpha of 5% 
(i.e. 0 .05), beta might be set at, say, 0.20 (power = 80%).  Note that this module does not compute 
sample sizes for an exact test with a given power; but these can be obtained by using module P1 
(Power of test for comparison of proportions) and entering different sample sizes in a series of trial-
and-error estimations of expected power, until the required power is attained (Hirji et al. 1994). 
 
Use the results with caution if samples are very small.  As samples that are big enough to detect a 
difference may not estimate its size precisely enough to permit a decision on its practical importance 
(see Goodman and Berlin 1994, Bristol 1989), the program permits stipulation of  precision, in 
terms of the required confidence interval for either the difference between proportions or the odds 
ratio, instead of power.  
 
Optionally, the program will inflate sample sizes to compensate for the probability that some 
members of the selected samples will be lost, e.g. because of failure to locate addresses, refusal to 
participate, or missing data.  This requires entry of the expected non-inclusion rate (%).  This 
inflation does of course NOT compensate for possible selection bias. 
 
If the required power is specified, the program computes the required sample sizes (for a test with or 
without a continuity correction) and reports the expected confidence interval for the difference 
between proportions.  It may be prudent to use the continuity-corrected sample sizes in all instances. 
If a confidence interval is stipulated for the odds ratio, the program computes the sample sizes 
needed to meet this requirement with a 95% or 90% probability, the power of tests using these 
sample sizes, and the expected confidence interval for the difference between proportions.  
Computation may be slow if sample sizes are large; an option is supplied for aborting it. 
If a confidence interval is stipulated for the difference between proportions, the program computes 
the required sample sizes, and reports the power of a test using these sample sizes. 
 
In a one-sample situation, the module can also compute the sample size needed for a comparison of the proportion in the 
sample with a selected fixed proportion. 
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Precision of the test 
 
The required precision of the test can be stipulated in two ways:  by specifying the required width of 
the confidence interval of the odds ratio, or alternatively, by entering the required width of the 
confidence interval of  the difference between the proportions..  In each instance, the confidence 
interval in question is the (100 – alpha)% confidence interval – e.g., the 95% confidence interval if a 
significance level of 5% has been entered. 
 
The required width of the confidence interval of the odds ratio is specified by entering the required 
ratio of the odds ratio’s upper confidence limit to the odds ratio’s lower confidence limit . To clarify 
the meaning of this specified ratio (of the upper confidence limit to the lower one), the program 
subsequently displays the required confidence interval for the odds ratio.  It also displays the 
equivalent confidence interval for the difference between proportions (on the assumption that  the 
entered proportion in group B is correct).  If a confidence interval is stipulated for the odds ratio, 
sample sizes are computed for two tolerance probabilities, the probability that confidence intervals 
will fall within the defined range being set at 95% and 90% in turn. * 
 
The required width of the confidence interval of  the difference between the proportions. is specified 
directly – i.e., the upper confidence level of the difference minus the lower confidence level of the 
difference. 
 
Cluster samples 
 
If sample sizes are required for a comparison of cluster samples (as for example in cluster 
randomised trials) the assumed intraclass correlation coefficient (ICC) and average cluster size must 
be entered..  The program uses these values to calculate an inflation factor (‘design effect’) by which 
it multiplies the sample size required for a comparison based on random samples. The required 
number of clusters of the specified size (with an equal number of clusters in each sample) is then 
calculated . 
 
The ICC is a measure of the degree of homogeneity within a cluster with respect to the study 
variable. The computation assumes that the ICC is similar in all clusters. The choice of an ICC for 
entry is usually based on the findings of previous studies of the clustering of the study variable in 
similar clusters in similar contexts (e.g. Campbell et al. 2000, Elley et al. 2005, Cosby et al. 2003, 
Health Services Research Unit 2004). ICC values in health studies are usually below 0.01, and 
veryseldom exceed 0.6. 
 
The computation assumes that the clusters are similar in size.  The cluster size would be 2 if the 
clusters were married couples or (in a study of eyes) individuals, 20 in a study of teeth in children, 
and might be say 30 if the clusters are hospital wards or the patients with a specific disease in 
different family practices.  If the clusters differ in size, entry of the largest cluster size will provide 
conservative results (Donner et al. 1981). 
 
If the number of clusters is known in advance, for example in a randomized controlled trial of a 
health care procedure based on a comparison of general practices that have agreed to participate and 
whose patients are regarded as separate clusters, the required size of each cluster can be computed.  
The feasibility of a study using this fixed number of clusters is first tested (Hemming et al. 2011) 
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Super-superiority 
 
To calculate the sample size for a test of "super-superiority", i.e. to see whether proportion A is 
larger by more than a given amount (for example, in a comparison of clinical treatments, larger by at 
least a pre-defined "clinically important" amount) than proportion B, proportion B should be inflated 
by this amount before entry. 
 
Since a one-tailed test would be appropriate, a significance level of 10% should be entered if 5% is 
required for the one-tailed test. 
  
 
One-sample situation 
 
The module can compute the sample size needed for a comparison of a proportion with a selected 
fixed proportion, using a test with a given significance level and power, its null hypothesis being that 
the proportion in the sample does  not differ from the selected fixed value.  This might be helpful, 
for example, when planning a study to appraise whether the prevalence of a disease, or the 
proportion with complications after an intervention, is at a given level. 
 
Sample sizes are computed for one-sided and two-sided tests. 
 

METHODS 
 
All sample sizes are rounded up to the next whole number.   
 
If the required power of the test is stipulated, a number of methods are available for the computation of required sample 
sizes, and their results differ (Sahai and Khurshid 1996). This program uses two methods.  The first, which yields smaller 
sample sizes, is appropriate for tests that use no continuity correction, and the second is appropriate for tests that use a 
continuity correction.   The computation of sample sizes without a continuity correction uses an asymptotic normal 
method:  formula 24.77 in Zar  (1998: 560), formula 20 in Sahai and Khurshid (1996).  The computation with a 
continuity correction uses formula 3.18 in Fleiss (1981); this is formula 24.76 in Zar (1998: 560) and formula 22 in Sahai 
and Khurshid (1996).           

 
The approximate expected length of the confidence interval L* is computed by the following formula, which is an 
adaptation of the formula provided by Bristol (1989): 

L* = 2z√[Pa(1 - Pa) / Na + Pb(1 – Pb) / Nb] + 1 / Na + 1 / Nb 
where  z = is the standard normal deviate for the alpha/2 level of significance       
 Pa and Pb = the postulated proportions in groups A and B 

(if necessary, Pa is computed from Pb and the odds ratio or the ratio of proportions)           
Na and Nb = the required sizes of samples A and B     

 
If a confidence interval is stipulated for the odds ratio, the program uses a procedure described by Satten and Kupper 
(1990) to compute the smallest sample sizes for which the confidence interval for the log odds ratio will not exceed a 
specified width, with a probability of 95% or 90%.  This width is the log of the square root of the ratio (of the upper to 
the lower confidence limit) that was entered.  The program uses an adaptation of a Microsoft Basic algorithm provided 
by Satten and Kupper.  The sample sizes are slightly larger than those required for tests using Cornfield's method 
(without continuity correction) of computing confidence intervals.  If proportions below 0.001 or above 0.999 are 
entered, the program alters them to 0.001 and 0.999 respectively. 
 
If a confidence interval is stipulated for the difference between proportions., the method depends on the relative sizes of 
the samples.  For equal-sized samples, the procedure is that described by Bristol (1989) and Goodman and Berlin (1994).   
For unequal samples, approximate sizes are computed by replacing both the probabilities required in Bristol's formula for 
Q by a weighted average (Pbar) of the proportions in samples A (Pa) and B (Pb):  

Pbar := (Pa + R * Pb) / (R + 1), 
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where R is the ratio of the sample sizes (B:A).  The size computed by Bristol's formula for the sample size (nL) is 
multiplied by 

√([1 + 1 / R] / 2) 
and taken as the size of sample B.  Power is then computed for the computed sample sizes, using formulae 3.19 and 3.20 
of Fleiss (1981); a continuity correction is incorporated.          
 
If a noninclusion rate is entered, the program inflates sample sizes by multiplying the computed sample sizes by  

1 / [1 - (R / 100)]  
where  R = noninclusion rate % 
before rounding them up. 
 
Cluster samples 
 
The computed sample size is multiplied by an inflation factor (Campbell et al. 2004), calculated as 
 1 + (n - 1) * ICC 
where  n = average cluster size. 
The resulting sample size is divided by the cluster size to obtain the required total number of clusters.  Since it is 
assumed that the two groups being compared contain the same number of clusters, the number of clusters is rounded up 
to the nearest even number and divided by two (and then rounded up to the nearest integer). The total number of 
individuals required is calculated, and the program reports its ratio to the number that would be  required if cluster 
sampling was not used. 
 
The feasibility of a study using a fixed number of equal-sized clusters is tested by formula 21 of Hemming et al.  (2011), 
and the required size of the clusters by formula 14. 
 
One-sample situation 
 
The computation of  the sample size needed for a comparison of a proportion with a selected fixed proportion is based on 
the normal approximation to the binomial distribution. 
 
The formula  (Rosner 2006, equation 7.46) is: 

 
Sample size = AB2  / C 
where A = p0(1 – p0) 
          B = zalpha + zbeta√{p1(1 – p1) / [p0(1 – p0)]} 

          C = (p1 – p0)2 
          p1 = the proportion in the sample 
          p0 =  the selected fixed proportion 
          zalpha = the z value for the significance level; for a significance level of 5%, zalpha is 1.645 for a one-tailed test, and 
1.96 for a two-tailed test. 
          zbeta  = the z value for power; zbeta is 1.281 if power = 90%, and  0.842 if power is 80%. 
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 S2.  SAMPLE SIZES FOR TESTING EQUIVALENCE OF 
PROPORTIONS 

 
This module computes sample sizes for studies that aim to compare two proportions in order to 
determine whether they are equivalent, that is, whether they differ by more than a negligible amount.    
Equivalence tests are commonly performed in clinical trials that compare a new treatment with an 
established standard treatment, where there may be a reason to prefer the new treatment if it is at 
least as effective as the standard treatment.   
 
The bounds of “equivalence” are defined by specifying the largest difference (e.g. 0.05) to be 
regarded as negligible.  The test’s significance level and power, the ratio of sample sizes, and the 
known or assumed proportion are also required. Optionally, the test may be one-sided or two-sided. 
 
One-sided tests are usually used. In planning a clinical trial that aims to determine whether a new 
treatment (A) can be regarded as  not worse than a standard or control treatment (B), the one-sided 
hypothesis of interest depends on whether the proportions being compared represent a favourable or 
unfavourable outcome (“successes” or “failures”).  For a favourable outcome, the hypothesis that is 
tested of is that the proportion in B is more than negligibly higher  than the proportion in A (the 
alternative, the “study hypothesis”, being that it is not materially higher).  For an unfavourable 
outcome, the hypothesis that is tested is that the proportion in A is more than negligibly higher than 
the proportion in B (the alternative being that it is not materially higher).  If the aim of the study is to 
determine whether the  treatments are equivalent, both the hypotheses that are tested are of interest.  
The corresponding “study hypotheses” (the alternatives to the hypotheses that are tested) are (for 
“successes”) that the proportion in B is not materially higher, and (for “failures”) that the proportion 
in A is not materially higher.  The program displays the sample sizes required for one-sided tests in 
both directions. 
 
The program also computes sample sizes for two-sided tests, where the alternative to the null 
hypothesis is that the two proportions do not differ in either direction by more than a negligible 
amount.  This option is available only if the samples in the two groups are to be equal in size; the 
same proportion must be entered for A and B. 
 
Optionally, the program will inflate sample sizes to compensate for the probability that not all 
members of the selected samples will be included in the analysis, e.g. because of failure to locate 
addresses, refusal to participate, or missing data.  This requires entry of the expected non-inclusion 
rate (%).  This inflation does of course NOT compensate for possible selection bias. 
 

 

METHOD 
 

The program uses the maximum likelihood procedure (based on the difference between proportions) proposed by 
Farrington and Manning (1990; formulae in Appendix); this has been reported to be generally preferable to other  
methods (Roebruck and Kuhn 1995). Sample sizes for a two-sided test are computed by Sheskin’s formula 16.51 
(Sheskin 2007:697), with the continuity correction described on the same page. Equal sample sizes are assumed. 
All sample sizes are rounded up to the next whole number.  If a noninclusion rate (R%)  is entered , the program inflates 
sample sizes by multiplying the computed sample sizes, before rounding them up, by 1 / [1 - (R / 100)]. 
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S3.  SAMPLE SIZES FOR COMPARISON OF PROPORTIONS 

(STRATIFIED DATA) 
 
This module computes the sizes of the samples required to detect a true difference of a given 
magnitude between proportions in two stratified samples, with a given significance level and a given 
power or precision.  It is appropriate for a Mantel-Haenszel (Mantel and Haenszel 1959) or Cochran 
test (Cochran 1954), and assumes that the odds ratio is the same in all strata.  The data may come 
from a trial or observational study comparing two independent groups or samples. 
 
The samples are labelled A and B   If there is a control (comparison) group (e.g. subjects not 
exposed to a supposed risk factor or to an experimental treatment), it should be called sample B. 
 
The program requires entry of the desired significance level for a two-tailed test, power, and number 
of strata, and  the odds ratio to be detected.  If a one-tailed test is wanted, alpha must be doubled; 
e.g., 10% should be entered to obtain sample sizes for a 5% significance level.  Power is entered as a 
percentage, e.g. 90%.  Cohen (1988: 56) recommends an allowable Type II error (beta) of about four 
times alpha.  Thus, for an alpha of 1%, beta might be set at, say, 0.05 (power = 95%).  The effects 
of changing the significance level or other parameters are easily examined  
 
In addition, three items of information (known or assumed) are needed for each stratum:  the 
stratum’s relative size (e.g. the number of subjects, or the percentage or proportion of the total 
sample);  the ratio (in this stratum) of the size of sample B to the size of sample A  (in a case-control 
study, for example, this is the number of controls per case);  and the proportion  under study 
(expressed as a percentage) in sample B in this stratum (i.e., the percentage of sample B, in this 
stratum, who have the attribute under study).   
 
Optionally, the program will inflate sample sizes to compensate for the probability that not all 
members of the selected samples will be included in the analysis, e.g. because of failure to locate 
addresses, refusal to participate, or missing data.  This requires entry of the expected non-inclusion 
rate (%).  This inflation does of course NOT compensate for possible selection bias. 
 
The program computes the required sample sizes in the two groups, for a test with or without a 
continuity correction.  It may be prudent to use the continuity-corrected (larger) sample sizes in all 
instances.  Use the results with caution if samples are very small.   
 
 
 

METHOD 
 
The procedure described by Woolson, Bean, and Rojas (1986)  is used;.  The numbers of members of the two groups 
(e.g. cases and controls in a case-control study) in each stratum are regarded as fixed. 
 
All sample sizes are rounded up to the next whole number.  If a noninclusion rate (R%)  is entered , the program inflates 
sample sizes by multiplying the computed sample sizes, before rounding them up, by  

1 / [1 - (R / 100)]  
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S4.  SAMPLE SIZES FOR COMPARISON OF PROPORTIONS 

(MULTIPLE LOGISTIC REGRESSION) 
 
This module computes sample sizes for comparisons of proportions in two samples using a logistic 
regression analysis. 
 
The program requires entry of the information required for computing sample sizes for a simple 
comparison of proportions, and of the multiple correlation coefficient (R) relating the variable (the 
one to be compared) with all other covariates in the model.  This coefficient can be provided by 
statistical programs for multiple regression analysis. 
 
As well as R, the desired significance level (alpha) for a two-sided test, power (entered as a 
percentage, e.g. 90%.), the ratio of the sizes of the two samples, the known or expected proportion in 
Sample B, and the magnitude of the difference to be detected must be entered.  If a one-tailed test is 
wanted, alpha must be doubled; e.g., 10% should be entered to obtain sample sizes for a 5% 
significance level.  The size of the difference to be detected can be indicated by entering an odds 
ratio, the ratio of the proportions, or the proportion in sample A.  The effects of changing the 
significance level or other parameters are easily examined. 
 
Optionally, the program will inflate sample sizes to compensate for the probability that not all 
members of the selected samples will be included in the analysis, e.g. because of failure to locate 
addresses, refusal to participate, or missing data.  This requires entry of the expected non-inclusion 
rate (%).  This inflation does of course NOT compensate for possible selection bias. 
 
The program computes the required sample sizes, and estimates an approximate confidence interval 
for the difference between proportions.  It also reports the  maximum number of covariates that can 
be safely handled with a sample of the computed size.   

 
 

 
METHODS 

 
Sample sizes for a simple comparison are first calculated, using  an asymptotic normal method without a continuity 
correction:  formula 24.77 in Zar  (1998: 560), formula 20 in Sahai and Khurshid (1996).  These sample sizes are then 
multiplied by a variance inflation factor (VIF) calculated from the multiple correlation coefficient (R).  The procedure is 
described by Hsieh et al. (1998).  The formula is 
       VIF = 1 / (1 - R2).  
 
The "10 events per variable" rule-of-thumb (Rothman and Greenland 1998, p. 406; Peduzzi et al. 1996) is used to 
estimate the maximum number of covariates that can be safely handled with a sample of the computed size.  The 
expected numbers of events in the two samples are computed, rounded off downwards, and summed.  The expected 
number of non-events is computed in the same way, and the smaller of the two sums is divided by 10 to provide the 
maximum number of covariates. 
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The approximate expected length of the confidence interval L* is computed by the following formula, which is an 
adaptation of the formula provided by Bristol (1989): 

L* = 2z√[Pa(1 - Pa) / Na + Pb(1 – Pb) / Nb] + 1 / Na + 1 / Nb 
where  z = is the standard normal deviate for the alpha/2 level of significance       
 Pa and Pb = the postulated proportions in groups A and B 

(if necessary, Pa is computed from Pb and the odds ratio or the ratio of proportions)           
Na and Nb = the required sizes of samples A and B. 

The confidence interval in question is the (100 – alpha)% confidence interval – e.g., the 95% confidence interval if a 
significance level of 5% has been entered. 

     
All sample sizes are rounded up to the next whole number.  If a noninclusion rate (R%)  is entered , the program inflates 
sample sizes by multiplying the computed sample sizes, before rounding them up, by  

1 / [1 - (R / 100)] . 
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S5.  SAMPLE SIZES FOR COMPARISON OF DISTRIBUTIONS I N 
ORDERED CATEGORIES 

 
This module computes the sizes of the samples required to detect a true difference of a given 
magnitude between two independent samples, with a given significance level and a given power,  
with respect to the distribution of an attribute that has ordered categories, using a Mann-Whitney 
(Wilcoxon rank sum) test (Mann and Whitney 1967; Wilcoxon 1945)..  The test might be used (for 
example) to compare levels of exposure to a supposed causal factor (e.g. heavy smokers, light 
smokers, nonsmokers) in a case-control study, or levels of outcome (e.g. severe illness, moderate 
illness, mild illness or no illness) in a cohort study or trial.   
 
A proportional odds model is employed.  That is, it is assumed that when the 2 x k table that displays 
the presence of the attribute in a set of k ordered categories is converted to a 2 x 2 table by  
combining adjacent categories, the odds ratio is the same, whatever cutting-point is used. 
 
The samples are labelled A and B   If there is a control (comparison) group (non-cases in a case-
control study, or subjects not exposed to a supposed risk or protective factor, or to an experimental 
treatment in a trial), it should be called sample B.   
 
The program requires entry of the desired significance level for a two-tailed test, power, the ratio of 
sample sizes, the number of categories, the known or expected relative size of the categories in 
group B  (e.g., numbers of subjects, or  percentages or proportions of all subjects in group B), and 
either the odds ratio to be detected, or the proportion of group A falling into the first category.  If a 
one-tailed test is wanted, alpha must be doubled; e.g., 10% should be entered to obtain sample sizes 
for a 5% significance level.  Power is entered as a percentage, e.g. 90%.  The effects of changing the 
significance level or other parameters are easily examined  
 
Optionally, the program will inflate sample sizes to compensate for the probability that not all 
members of the selected samples will be included in the analysis, e.g. because of failure to locate 
addresses, refusal to participate, or missing data.  This requires entry of the expected non-inclusion 
rate (%).  This inflation does of course NOT compensate for possible selection bias. 
 
The program displays the required sample sizes in both groups..  The procedure is based on a normal 
approximation, and is accurate only if it generates moderate to large sample sizes. Sizes may be 
under- or overestimated if the proportional odds model does not hold (Lee et al. 2002). 
 
 

METHODS 
 
The formula for computing sample sizes for a Mann-Whitney test (allowing for ties) is derived from formula 10 of 
Whitehead (1993).  
 
All sample sizes are rounded up to the next whole number.  If a noninclusion rate (R%)  is entered , the program inflates 
sample sizes by multiplying the computed sample sizes, before rounding them up, by  1 / [1 - (R / 100)] . 
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S6.  SAMPLE SIZES FOR COMPARISON OF MEANS 

 
This module computes the sample sizes required to detect a difference of a given magnitude between 
the means in two independent samples, with a given power or precision. Options are provided for 
comparing two cluster samples, and for determining the required cluster size if the number of 
clusters is fixed.  
 
The desired significance level (alpha) for a two-sided test, the ratio of the sizes of the samples, either 
the pooled variance (known or assumed) or the standard deviations (known or assumed) in the 
samples, and the difference to be detected must be entered.  If a one-tailed test is wanted, alpha must 
be doubled; e.g., 10% should be entered to obtain sample sizes for a 5% significance.  The effects of 
changing the significance level, sample sizes or other parameters are easily examined..   
 
To stipulate power, it is entered as a percentage, e.g. 90%.  Cohen (1988: 56) recommends an 
allowable Type II error (beta) of about four times alpha.  Thus, for an alpha of 1%, beta might be 
set at, say, 0.05 (power = 95%).   
 
As samples that are big enough to detect a difference may not estimate its size precisely enough to 
permit a decision on its practical importance (see Goodman and Berlin 1994, Bristol 1989), the 
program permits stipulation of  precision, in terms of the required width of the confidence interval 
for the difference between means, instead of power. 
 
Optionally, the program will inflate sample sizes to compensate for the probability that not all 
members of the selected samples will be included in the analysis, e.g. because of failure to locate 
addresses, refusal to participate, or missing data.  This requires entry of the expected non-inclusion 
rate (%).  This inflation does of course NOT compensate for possible selection bias. 
 
If the required power is specified, the program computes the required sample sizes and reports the 
expected confidence interval for the difference between means. 
 
If a confidence interval is stipulated for the difference between means, the program computes the 
required sample sizes, and reports the power of a test using these sample sizes. 
 

 
 
Cluster samples 
 
If sample sizes are required for a comparison of cluster samples (as for example in cluster 
randomised trials) the assumed intraclass correlation coefficient (ICC) and average cluster size must 
be entered..  The program uses these values to calculate an inflation factor (‘design effect’) by which 
it multiplies the sample size required for a comparison based on random samples. The required 
number of clusters of the specified size (with an equal number of clusters in each sample) is then 
calculated . 
 
The ICC is a measure of the degree of homogeneity within a cluster with respect to the study 
variable. The computation assumes that the ICC is similar in all clusters. The choice of an ICC for 
entry is usually based on the findings of previous studies of the clustering of the study variable in 
similar clusters in similar contexts (e.g. Campbell et al. 2000, Elley et al. 2005, Cosby et al. 2003, 
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Health Services Research Unit 2004). ICC values in health studies are usually below 0.01, and 
veryseldom exceed 0.6. 
 
The computation assumes that the clusters are similar in size.  The cluster size would be 2 if the 
clusters were married couples or (in a study of eyes) individuals, 20 in a study of teeth in children, 
and might be say 30 if the clusters are hospital wards or the patients with a specific disease in 
different family practices.  If the clusters differ in size, entry of the largest cluster size will provide 
conservative results (Donner et al. 1981). 
 
The feasibility of a study using a fixed number of equal-sized clusters is tested by formula 21 of 
Hemming et al.  (2011), and the required size of the clusters by formula 14. 
 

METHODS 
 
Sample sizes for a t-test are computed by formula 6 of Lachin (1981).  The computed total size N is multiplied by a 
correction factor, (N + 1) / (N - 1). The computation of the approximate expected width of the confidence interval is 
explained by Goodman and Berlin (1994: Appendix).  If the pooled variance V is not entered it is computed as follows:      

V = SA
2QA + SB

2QB 
where  SA and SB = standard deviations of Samples A and B respectively 

QA and QB -= proportions of subjects in Samples A and B respectively 
 
 If he width of the required confidence interval is entered, sample sizes are computed by the formula (for nL) provided 
by Bristol (1989).  Power is then computed for the new sample sizes, using formula 7 of Lachin (1981); a continuity 
correction is incorporated.   
 
All sample sizes are rounded up to the next whole number.  If a noninclusion rate (R%)  is entered , the program inflates 
sample sizes by multiplying the computed sample sizes, before rounding them up, by  1 / [1 - (R / 100)] . 
 
Cluster samples 
 
The computed sample size is multiplied by an inflation factor (Campbell et al. 2004), calculated as 
 1 + (n - 1) * ICC 
where  n = average cluster size 
The resulting sample size is divided by the cluster size to obtain the required total number of clusters.  Since it is 
assumed that the two groups being compared contain the same number of clusters, the number of clusters is rounded up 
to the nearest even number and divided by two (and then rounded up to the nearest integer). The total number of 
individuals required is calculated, and the program reports its ratio to the number that would be  required if cluster 
sampling was not used. 
 
If the number of clusters is known in advance, for example in a randomized controlled trial of a health care procedure 
based on a comparison of general practices that have agreed to participate and whose patients are regarded as separate 
clusters, the required size of each cluster can be computed.  The feasibility of a study using this fixed number of clusters 
is first tested (Hemming et al. 2011) 
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S7.  SAMPLE SIZES FOR TESTING EQUIVALENCE OF MEANS 

 
This module computes approximate sample sizes for tests that compare two means in order to 
determine whether they differ by more than a negligible amount.  These tests are commonly used to 
determine whether two treatments can be regarded as having an equal effect (tests of average 
bioequivalence).  Sample sizes are computed for a two-sided test, based on the two one-sided tests 
(confidence interval) approach (Schuirmann 1987). 
 
The bounds of “equivalence” are defined by specifying the largest difference to be regarded as 
negligible.  Other required entries are the significance level for the two-sided test, its power, the ratio 
of sample sizes, and either the pooled variance (known or assumed) or the standard deviations 
(known or assumed) in the two samples..  Optionally, the expected means may be entered; if they are 
not entered they are assumed to be equal; this will provide minimal sample sizes for the equivalence 
tests – if the means differ, an  equivalence test requires larger samples. 
 
Optionally, the program will inflate sample sizes to compensate for the probability that not all 
members of the selected samples will be included in the analysis, e.g. because of failure to locate 
addresses, refusal to participate, or missing data.  This requires entry of the expected non-inclusion 
rate (%).  This inflation does of course NOT compensate for possible selection bias. 
 
The effects of changing the significance level, power, or other parameters are easily examined..   
 
 

METHOD 
 
Sample sizes are computed by Westlake's procedure (Westlake 1973, formulae 1 and 2); the initial computation uses the 
normal distribution  (Kim 1997), and the result is then modified by iterations that use the t distribution, as suggested by 
Westlake.  Approximations are used in the computation if sample sizes are unequal or if the means in the two samples 
are known or assumed to differ; the sample sizes tend to be slightly higher than those computed by the PASS 2000 
power-and-sample-size program of NCSS Statistical Software. 
 
If the pooled variance V is not entered it is computed as follows:      

V = SA
2 QA + SB

2QB 
where SA and SB = standard deviations of Samples A and B respectively 

QA and QB -= proportions of subjects in Samples A and B respectively   
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S8.  SAMPLE SIZES FOR COMPARISON OF MEANS  

(MULTIPLE LINEAR REGRESSION) 
 
This module computes sample sizes for comparisons of means in two samples using a multiple linear 
regression analysis. 
 
The program requires entry of the information required for computing sample sizes for a simple 
comparison of means, proportions, and of the multiple correlation coefficient (R) relating the 
variable (the one to be compared) with all other covariates in the model.  This coefficient can be 
provided by statistical programs for multiple regression analysis. 
 
As well as R, the desired significance level (alpha) for a two-sided test, power (entered as a 
percentage, e.g. 90%.), the ratio of the sizes of the two samples, either the pooled variance (known 
or expected) or the standard deviations (known or expected) in the two samples and the difference to 
be detected must be entered.  If a one-tailed test is wanted, alpha must be doubled; e.g.,10% should 
be entered to obtain sample sizes for a 5% significance level 
 
Optionally, the program will inflate sample sizes to compensate for the probability that not all 
members of the selected samples will be included in the analysis, e.g. because of failure to locate 
addresses, refusal to participate, or missing data.  This requires entry of the expected non-inclusion 
rate (%).  This inflation does of course NOT compensate for possible selection bias. 
 
The program computes the required sample sizes and reports the approximate confidence interval 
expected  for the difference between means. 
 
The effects of changing the significance level or other parameters are easily examined. 
 
 
 

METHOD 
 
Sample sizes are first calculated for a simple comparison, using  formula 6 of Lachin (1981).  The computed total sample 
size N is multiplied by a correction factor, (N + 1) / (N - 1); this has a negligible effect on large samples.  If the 
pooled variance V is not entered it is computed as follows:      

V = SA
2 QA + SB

2QB 
where SA and SB = standard deviations of Samples A and B respectively 

QA and QB -= proportions of subjects in Samples A and B respectively   
These sample sizes are then multiplied by a variance inflation factor (VIF) calculated from the multiple correlation 
coefficient (R).  The procedure is described by Hsieh et al. (1998).  The formula is  

VIF = 1 / (1 - R2).  
 
The computation of the approximate confidence interval is explained by Goodman and Berlin (1994:Appendix). 
 
All sample sizes are rounded up to the next whole number.  If a noninclusion rate (R%)  is entered , the program inflates 
sample sizes by multiplying the computed sample sizes, before rounding them up, by  1 / [1 - (R / 100)] . 
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S9.  SAMPLE SIZES FOR COMPARISON OF NUMBERS OF 

EVENTS (E.G. DISEASE ONSETS/SPELLS) 
 
This module computes sample sizes for comparisons of the rates of occurrence of events that are 
assumed to have a Poisson distribution.   It may be helpful in the planning of cohort studies or trials 
that compare the occurrence of new cases of a rare disease, or numbers of disease episodes. in two 
groups. 
 
The desired significance level (alpha) and power (entered as a percentage), the ratio of the sizes of 
the two samples and the ratio of event rates that it is wished to detect must be entered.  Optionally, 
the known or assumed rate of events in one of the samples can also be entered;  the required sample 
sizes will then be computed in terms of person-time units as well as in terms of numbers of events. 
 
The statistical test can be regarded as a test of a two-sided hypothesis, although it is based on one tail 
of the chi-square or Poisson distribution.   For a very approximate indication of the sample sizes 
required for a one-tailed test, the required significance level can be doubled (e.g. by entering 10% 
for a one-tailed test at 5%). 
 
Optionally, the program will inflate sample sizes to compensate for the probability that not all 
members of the selected samples will be included in the analysis, e.g. because of failure to locate 
addresses, refusal to participate, or missing data.  This requires entry of the expected non-inclusion 
rate (%).  This inflation does of course NOT compensate for possible selection bias. 
 
If the rate in one sample is not entered, the program provides an estimate of  the number of events 
required in each sample, based on a normal approximation to the Poisson distribution.  . 
 
If the rate in one sample is entered, the program provides two estimates of  the number of events 
required in each sample; both estimates are approximations, and are generally not identical..  The 
number of person-time units required in each sample is also reported. 
 
 
 

METHODS 
 
The method based on a normal approximation to the Poisson distribution, which uses a chi-square test, is described by 
Breslow and Day (1987: formula 7.3 and 7.4) and by Lui (2000, formula 11); a continuity correction is applied. 
 
If the assumed rate of events is entered, the computation is based on the test described by Shiue and Bain (1982), unless 
the samples are unequal and the larger sample is assumed to have the higher rate, when the computation is based on the 
test described by Thode (1997), which is more powerful.  The basic formula is Thode's formula 2, from which the 
sample sizes for both tests are derived. 
 
All sample sizes are rounded up to the next whole number.  If a noninclusion rate (R%)  is entered , the program inflates 
sample sizes by multiplying the computed sample sizes, before rounding them up, by  1 / [1 - (R / 100)] . 
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S10.  SAMPLE SIZES FOR COMPARISON OF SURVIVAL 

(TIME TO EVENT) 
 

This module computes sample sizes for comparisons of survival time in two groups, e.g. in clinical 
trials and cohort studies.  (Survival time, or “time to event”, refers to the time-lapse until the 
occurrence of a specified end-point event, such as death or the onset of a disease.)  
 
Sample sizes are computed for two tests: the logrank test  and a score test based on the log hazard 
ratio  The results, which are approximations, are valid only if the hazard ratio is constant over time; 
an exponential curve is assumed.  
 
The program requires entry of  the desired significance level (alpha) for a two-sided test, power, and  
the ratio of the sizes of the two samples.  If a one-tailed test is wanted, alpha must be doubled; 
e.g.,10% should be entered to obtain sample sizes for a 5% significance level.  Power is entered as a 
percentage, e.g. 90%.  Cohen (1988: 56) recommends an allowable Type II error (beta) of about four 
times alpha.  Thus, for an alpha of 1%, beta might be set at, say, 0.05 (power = 95%).   The effects 
of changing the significance level or other parameters are easily examined  
 
To obtain only the required numbers of events (and not of subjects),  the hazard ratio that it is wished 
to detect must be entered.. 
 
To obtain the required numbers both of events and of subjects, there are four options: 
 
(a)  enter the hazard ratio to be detected, and an estimate of the average probability of survival  to the  
      end of the follow-up period (a weighted average of the probabilities in the two groups); 
(b)  enter the known or assumed probability of survival to the end of the follow-up period, in each  
      group; 
(c)  enter the known or assumed median survival rates in each group, and the study's follow-up  
      period; 
(d)  enter the known or assumed median survival rates in each group, the accrual period (the time 
      from the study's start to the entry of the last subject), and the follow-up period of the last subject. 
 
The first three of these options are appropriate for a study in which all subjects are enrolled at the 
same time and followed up for the same period, and the last option is appropriate for a study in 
which the entry of subjects is staggered over a period. 
 
Optionally, the program will inflate sample sizes to compensate for the probability that not all 
members of the selected samples will be included in the analysis, e.g. because of failure to locate 
addresses, refusal to participate, or missing data.  This requires entry of the expected non-inclusion 
rate (%).  This inflation does of course NOT compensate for possible selection bias. 
 
The program reports the total sample size required and the sample sizes required  in each group, for 
both the log-rank test and the score test.  The hazard ratio and probabilities of survival (if not 
entered) may also be reported. 
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METHODS 

 
The method for the log-rank test is described by Freedman (1982) ,and the method for the score test by Schoenfeld 
(1983).  The total numbers of events required for the two tests are computed by formula 4 of Freedman (1982) and 
formula 1 of Schoenfeld (1983), respectively.  The hazard ratio required by these formulae is calculated (if it is not 
entered) as the ratio of the natural logs of the survival probabilities in the two groups or, if survival probabilities are not 
entered, as the ratio of the hazard functions H, calculated for each group as 

H = -ln(0.5) / (median survival time).  
 
For each test, the total number of subjects required is then computed by dividing the total number of events by the 
probability of an individual having an event in the study population, which is the complement of the average probability 
of survival.  If the latter is not entered, the probability of an event is calculated from the probabilities in the two groups 
(Schoenfeld 1983, p. 500); the relative sample sizes are used as weights.  If these probabilities are not entered, but 
median survival times and the follow-period are, the probabilities are calculated as 

1 – exp[-(hazard ratio) • (follow-up period).] 
 

For a study whose subjects are accrued over a period, the probability of an event is computed by Simpson's rule, as 
explained by Liu (2000: 787); the survival probabilities used for this purpose are averages of the survival probabilities in 
the two groups, weighted by the relative sample sizes; these survival probabilities S at time t (St) are estimated by the 
formula (Armitage et al. 2002: formula 17.20) 

St = exp(-Ht). 
where Ht = hazard function at time t. 
 
All sample sizes are rounded up to the next whole number.  If a noninclusion rate (R%)  is entered , the program inflates 
sample sizes by multiplying the computed sample sizes, before rounding them up, by  1 / [1 - (R / 100)] . 
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S11.  SAMPLE SIZES FOR STUDY OF CHANGE  

(USING BEFORE-AFTER ORDINAL-SCALE RATINGS) 
 
This module computes sample sizes for tests that compare the changes in two independent groups 
followed up in a cohort study or trial, where the changes are based on a comparison of paired 
“before” and “after” ratings that use an ordinal scale, such as “never”–“once a day”–“2 or 3 times a 
day”–“more than 3 times a day”. 
 
The samples are labelled A and B   If there is a control (comparison) group (e.g. subjects not 
exposed to a supposed risk factor or to an experimental treatment), it should be called group B.   
 
One direction of change (e.g. “less frequent”) must be arbitrarily designated as the “right” direction 
of change.   This should be the direction of change that is more probable in group A (e..g., “less 
often” or “less pain”). 
 
The program requires entry of  the desired significance level (alpha) for a two-sided test, and power.  
If a one-tailed test is wanted, alpha must be doubled; e.g.,10% should be entered to obtain sample 
sizes for a 5% significance level.  Power is entered as a percentage, e.g. 90%.  Cohen (1988: 56) 
recommends an allowable Type II error (beta) of about four times alpha.  Thus, for an alpha of 1%, 
beta might be set at, say, 0.05 (power = 95%).   

In addition. it is necessary to enter four probabilities: the probability (known or assumed) of a 
changed rating (in either direction) in each group; the probability (known or assumed) of a change in 
the right direction in group B, and the probability of changes in the right direction that it is desired to 
detect in group A (this cannot be less than the probability entered for group B). 
 
Optionally, the program will inflate sample sizes to compensate for the probability that not all 
members of the selected samples will be included in the analysis, e.g. because of failure to locate 
addresses, refusal to participate, or missing data.  This requires entry of the expected non-inclusion 
rate (%).  This inflation does of course NOT compensate for possible selection bias. 
 
The program uses a procedure described by Strickland and Lu (2003), which is based on a 
comparison of the odds ratios (in the two groups) in favour of change in the right direction.  These 
odds ratios, which are estimated from the above entries, are displayed together with the required 
sample sizes.   
 
Occasional problems occur with the procedure.    Computation is not possible if one of the groups 
has no changes in the “wrong” direction; this can be overcome by adding a fictitious observation 
showing a change in the “wrong” direction .  Very high sample sizes may be reported if the ratio of 
odds ratios is very large.  As a precaution, if the ratio of odds ratios is over 20 the program checks 
whether the computed sample sizes increase when the ratio is reduced by 10%; if they do not, a 
warning is shown, saying that the sample sizes may be exaggerated. 
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METHODS 

 
 
The program uses the procedure described by Strickland and Lu (2003) in section 3.2 ("ordinal response - adjacent 
category odds”) of their paper.  The sample sizes required for a test using the adjacent-category-odds model are larger 
than those required for a test using  the proportional-odds model.  The working formula, which is equivalent to formula 3 
in the paper, is: 

N = [(Za + Zb) / delta]2 * (X + Y)  
where 
   N = required sample size in each group 
   Za = z(1 - alpha) 
   Zb = z(1 - beta) 
   delta = ln(OR1 / OR2); 
   X =[ T1 / (T1)

2 + (1 - T1) /  (1 - T1)
2 ] / PrA 

   Y = [T2 / (T2)
2 + (1 - T2) / (1 - T2)

2] / PrB 
   T1 = PrA / PcA 

   T2 = PrB / PcB 
   PcA = probability of a changed rating in group A 
   PcB = probability of a changed rating in group B 
   PrA = probability of a change in the right direction in group A 
   PrB = probability of a change in the right direction in group B 
The odds ratios in favour of change in the right direction are 
   OR1 = T1 / (1 - T1) [in group A] and 
   OR2 = T2 / (1 - T2) [in group B]. 
 
If the ratio of odds ratios is over 20 the program checks whether the computed sample sizes increase when the ratio of 
odds ratios is reduced by 10% (and delta is modified accordingly before insertion in the above formula). 
 
All sample sizes are rounded up to the next whole number.  If a noninclusion rate (R%)  is entered , the program inflates 
sample sizes by multiplying the computed sample sizes, before rounding them up, by  1 / [1 - (R / 100)] . 
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S12.  SAMPLE SIZE BASED ON RESULTS OF PRIOR 
COMPARISON 

 
This module computes the total size of the samples required for a comparison of two samples (with a 
given significance level and a given power), based on the findings of a previous comparison, on the 
assumption that the planned comparison will have the same design as the previous comparison, and 
that the outcome will be similar. 
 
The required data about the previous comparison are the two-sided or one-sided P-value found in 
that study, or the confidence limits found in the study (from which an approximate P-value can be 
computed), and its sample size. 
 
The method is described by Borm et al. (2010), who point out that the planned study must be similar 
to the previous one with respect to the ratio of group sizes. the method of statistical analysis, and in 
the case of a multivariate analysis, the choice of covariates .  The results are exact for Z-tests, and are 
approximate for tests that approximately follow a normal distribution or a chi-squared distribution 
with one degree of freedom. They may be applied, for example, to t-tests, linear regression, analyses 
of variance and covariance, linear mixed models, repeated measures analysis, logistic regression, 
Poisson regression, and binomial regression, as well as to nonparametric tests such as the Mann-
Whitney test and the logrank test. If the planned study is small, the computed sample size may be a 
slight underestimate. 
  
Optionally, the program will inflate the sample size to compensate for the probability that not all 
members of the selected sample will be included in the analysis, e.g. because of failure to locate 
addresses, refusal to participate, or missing data.  This requires entry of the expected non-inclusion 
rate (%).  This inflation does of course NOT compensate for possible selection bias.  
  
 

METHOD 
 
The method is described by Borm et al. (2010). The program uses their formula 1, which is based on the P-value and 
sample size in the previous study and on the required significance level and power of the new study. If necessary, the P-
value is computed from the two-sided confidence interval, using formula 3; if the confidence interval is based on a 
logarithmic transformation, e.g. for odds ratios, risk ratios, rate ratios, and hazard ratios, the confidence limits are 
transformed back before formula 3 is used. These computations assume that the confidence limits are equidistant from 
the point estimate (or, for ratio measures, that their logs are equidistant from the log of the point estimate). 
 
The sample size is rounded up to the next whole number.  If a noninclusion rate (R%)  is entered , the program inflates 
the sample size by multiplying it, before rounding it up, by 1 / [1 - (R / 100)]. 
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