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#### Abstract

This paper derives a formula to calculate the number of deaths required for a proportional hazards regression model with a nonbinary covariate. The method does not require assumptions about the distributions of survival time and predictor variables other than proportional hazards. Simulations show that the censored observations do not contribute to the power of the test in the proportional hazards model, a fact that is well known for a binary covariate. This paper also provides a variance inflation factor together with simulations for adjustment of sample size when additional covariates are included in the model. Control Clin Trials 2000;21:552-560 © Elsevier Science Inc. 2000
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## INTRODUCTION

In survival analysis, the Cox proportional hazards ( PH ) regression model assumes that the hazard function $\lambda(t)$ for the survival time $T$ given the predictors $X_{1}, X_{2}, \ldots, X_{k}$ has the following regression formulation:

$$
\log \left[\lambda(t \mid X) / \lambda_{0}(t)\right]=\theta_{1} X_{1}+\theta_{2} X_{2}+\ldots+\theta_{k} X_{k}
$$

where $\lambda_{0}(t)$ is the baseline hazard. The survival analysis allows the response, the survival time variable $t$, to be censored. In the use of this model, one often wishes to test the effect of a specific predictor, $X_{1}$, possibly in the presence of other predictors or covariates, on the response variable. The null hypothesis on the parameter $\theta_{1}$ is $\mathrm{H}_{0}$ : $\left[\theta_{1}, \theta_{2}, \ldots, \theta_{k}\right]=\left[0, \theta_{2}, \ldots, \theta_{k}\right]$ tested against alternative [ $\theta^{*} \theta_{2}, \ldots, \theta_{k}$ ]. In the proportional hazards model, $\theta_{1}$ represents the predicted change in log hazards at one unit change in $X_{1}$ when covariates $X_{2}$ to $X_{k}$ are held constant.

When comparing two groups in a univariate model, the group indicator $X_{1}$ is binary, and $\theta_{1}=\log \Delta$ is the $\log$ hazard ratio of the two groups. Cox proposed testing $\mathrm{H}_{0}$ with the Rao-type statistic, also known as the score statistic [1]. When

[^0]there is only one binary covariate $X_{1}$, the score test is the same as the MantelHaenszel test and the log-rank test if there are no ties in survival times. It is known that the power of the log-rank test depends on the sample size only through the number of deaths. This simplifies the sample-size formula. For comparing two groups, Schoenfeld derived the following formula:
\[

$$
\begin{equation*}
D=\left(Z_{1-\alpha}+Z_{1-\beta}\right)^{2}\left[P(1-P)(\log \Delta)^{2}\right]^{-1} \tag{1}
\end{equation*}
$$

\]

where $D$ is the total number of deaths, $P$ is the proportion of the sample assigned to the first treatment group, and $Z_{1-\alpha}$ and $Z_{1-\beta}$ are standard normal deviates at the desired one-sided significance level $\alpha$ and power $1-\beta$, respectively [2]. Formula (1) was designed for a randomized comparison of two groups using survival analysis with covariates, although it applies to nonrandomized comparisons as well. In addition to formula (1), there are other sample-size formulas, such as Freedman's and Lakatos' formulas, proposed for the logrank test to compare two survival distributions [3, 4]. Zhen and Murphy derived a formula for a nonbinary covariate assuming exponential survival time [5]. In this paper we derive a sample-size formula for a nonbinary covariate $X_{1}$ without assuming exponential survival time by generalizing formula (1). However, in our experience, a nonbinary covariate occurs most often in a nonexperimental context such as an epidemiologic study. In this context, one must often adjust for other confounding covariates to appropriately model the effect of $X_{1}$, the covariate of greatest interest.

Schoenfeld extended the multivariate model power calculation for binary $X_{1}$ to the case that additional covariates $X_{2} \ldots X_{k}$ are included [2]. His argument depends on the assumption that $X_{1}$ is independent of $X_{2} \ldots X_{k}$, as would occur if $X_{1}$ were randomly assigned in a controlled experiment. We show that Schoenfeld's argument also works when $X_{1}$ is nonbinary and is independent of $X_{2} \ldots X_{k}$. This could be relevant in a randomized study if, for example, $X_{1}$ records dose levels to which the study subjects are randomized. In epidemiologic studies, $X_{1}$ is often a measure of a risk factor, such as numbers of cigarettes smoked per day, of interest to the investigators, and $X_{2} \ldots X_{k}$ are possible confounders such as age and sex. By definition, covariates $X_{2} \ldots X_{k}$ are correlated with the main factor of interest, $X_{1}$, and formula (1) doesn't apply. We describe a method for adjusting sample sizes to preserve power when $X_{1}$ is correlated with $X_{2} \ldots X_{k}$.

## SAMPLE-SIZE METHOD FOR NONBINARY COVARIATES

In a univariate model, without making assumptions about the distributions of covariate $X_{1}$ and survival time $T$, the total number of deaths required is given by the following formula, derived in Appendix A:

$$
\begin{equation*}
D=\left(Z_{1-\alpha}+Z_{1-\beta}\right)^{2}\left[\sigma^{2}(\log \Delta)^{2}\right]^{-1} \tag{2}
\end{equation*}
$$

where $\sigma^{2}$ is the variance of $X_{1}$ and $\log \Delta=\theta^{*}$ is the $\log$ hazards ratio associated with a one-unit change in $X_{1}$. Formula (2) is similar to formula (1) except that the variance of $X_{1}, P(1-P)$ in formula (1) is now replaced by a more general term, $\sigma^{2}$. The required sample size is then equal to the number of deaths divided by the overall proportion of death. In practice, investigators may have a good idea of the overall death rate. In clinical trials with specific numbers of years of patient recruitment and follow-up, the overall death rate can also be approximately calculated [2, 5].

In deriving formula (2), we assumed that either (1) $X_{1}$ is the only covariate and PH holds or (2) there are additional covariates, PH holds for the full model with all covariates, and $X_{1}$ is independent of other covariates. These assumptions are likely to be justified in an experiment where $X_{1}$ has been randomized and the other covariates are introduced specifically to improve the fit of the data to the PH assumption. In a later section, we relax the independence assumption.

## POWER SIMULATIONS (FOR A SIMPLE COVARIATE $X_{1}$ )

Formula (2) is based on asymptotic arguments, in the limit of small effect size $\theta^{*}$, for a proportional hazards model with a possibly nonbinary predictor. In this section, these estimated sample sizes are compared with power simulations. For each set of design parameters, enough simulations (6200, 3500, and 1000 for powers of 80,90 , and $95 \%$, respectively) were generated to calculated power, with simulation errors within $1 \%$, using a published simulation program [6]. The simulations of survival times use a simple random censoring pattern, and the single predictor variable $X_{1}$ has either a normal distribution $N(2,1)$ or a gamma distribution $G(4,0.5)$. The latter is used to get an idea of the robustness of the results to non-normality in $X_{1}$. Without loss of generality, the predictor $X_{1}$ in both distributions has a mean of 2 and variance of 1 . The results of simulations, tabulated in Table 1, indicate that formula (2) provides sample sizes in most designs with either a normal or gamma variate, within $1 \%$ of the expected power. The results also show that the power remains unchanged when the number of deaths remains constant while the number of patients entered varies.

## EFFECT OF ADJUSTMENT FOR COVARIATES ON POWER

In randomized trials, the baseline variables have no population correlation with the treatment variables. Therefore, the inclusion of baseline variables or nonconfounding covariates in a correctly specified linear model usually improves the precision of the estimate of the treatment parameter by reducing the residual variance in the model. The adjustment for baseline variables in a linear model thus increases the power of the analysis. The covariates also adjust for chance confounding (despite random allocation of $X_{1}$ the observed conditional distribution of the other covariate depends on $X_{1}$ ).

In nonlinear models like PH, adjusting for covariates such as gender, race, or disease group may improve the fit of the data to the model. The hazard functions of two treatment groups may not be proportional if the covariates are not included in the model. For a conservative sample-size calculation, one can use formula (2) in designing an experiment since the use of covariates in the analysis can substantially increase power when the PH model holds in the full model.

However, in epidemiologic studies or nonrandomized trials where $X_{1}$ will not usually be independent of $X_{2} \ldots X_{k}$, the covariate adjustments necessary for PH will not always increase the power. Note also that in this context $\theta^{*}$ is the "correct" alternative for $X_{1}$, the effect of $X_{1}$ adjusted for the confounders. Hsieh et al. [7-9] proposed increasing the sample size for linear regression,
Table 1 Powers of Sample Sizes Calculated from Formula (2) Compared with Simulations, One-Sided Significant Level 5\%

| Design Parameter | Death Rate | Number of Deaths | Sample Size | Expected Power (\%) | Number of Simulations | Simulated Power (\%) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | Normal | Gamma |
| $\theta^{*}=0.2$ | 0.3 | 215 | 717 | 90 | 3500 | $89.1 \pm 0.53$ | $88.5 \pm 0.54$ |
| $\theta^{*}=0.2$ | 0.5 | 215 | 430 | 90 | 3500 | $90.6 \pm 0.49$ | $90.7 \pm 0.49$ |
| $\theta^{*}=0.2$ | 1.0 | 215 | 215 | 90 | 3500 | $91.2 \pm 0.48$ | $86.7 \pm 0.57$ |
| $\theta^{*}=0.35$ | 0.1 | 51 | 510 | 80 | 6200 | $78.1 \pm 0.53$ | $83.8 \pm 0.47$ |
| $\theta^{*}=0.35$ | 0.3 | 51 | 170 | 80 | 6200 | $81.3 \pm 0.50$ | $79.2 \pm 0.52$ |
| $\theta^{*}=0.35$ | 0.5 | 51 | 102 | 80 | 6200 | $79.8 \pm 0.51$ | $78.8 \pm 0.52$ |
| $\theta^{*}=0.35$ | 1.0 | 51 | 51 | 80 | 6200 | $81.3 \pm 0.50$ | $74.5 \pm 0.55$ |
| $\theta^{*}=0.35$ | 1.0 | 70 | 70 | 90 | 3500 | $90.2 \pm 0.50$ | $87.0 \pm 0.57$ |
| $\theta^{*}=0.35$ | 1.0 | 89 | 89 | 95 | 1000 | $94.3 \pm 0.73$ | $91.0 \pm 0.90$ |
| $\theta^{*}=0.50$ | 0.1 | 25 | 250 | 80 | 6200 | $82.0 \pm 0.49$ | $83.7 \pm 0.47$ |
| $\theta^{*}=0.50$ | 0.3 | 25 | 84 | 80 | 6200 | $80.5 \pm 0.50$ | $82.3 \pm 0.48$ |
| $\theta^{*}=0.50$ | 0.5 | 25 | 50 | 80 | 6200 | $83.1 \pm 0.48$ | $81.1 \pm 0.50$ |
| $\theta^{*}=0.50$ | 1.0 | 25 | 25 | 80 | 6200 | $76.2 \pm 0.54$ | $83.0 \pm 0.48$ |
| $\theta^{*}=0.50$ | 1.0 | 34 | 34 | 90 | 3500 | $87.0 \pm 0.57$ | $88.1 \pm 0.55$ |
| $\theta^{*}=0.50$ | 1.0 | 44 | 44 | 95 | 1000 | $93.7 \pm 0.77$ | $93.3 \pm 0.79$ |

logistic regression, and Cox PH regression by a variance inflation factor when covariates are included in the model. In this context, the use of covariates (which are necessary for the model assumption to hold) increases the true variance of the estimate of the parameter, and hence formula (2) may overestimate the power. Robinson and Jewell showed that adjustment for covariates in logistic regression increases the variance of the estimate of a parameter and results in a loss of precision of the estimate [10]. However, they suggested that when testing for a treatment effect in randomized studies, it is always more efficient to adjust for covariates in the logistic model. Whitehead suggested increasing sample size to preserve power when covariates are adjusted in polytomous logistic regression with proportional odds model [11]. Ford et al. showed that in an exponential regression model, inclusion of important covariates can only increase the variance of the estimates of the covariates already in the model [12]. Lagakos and Schoenfeld discussed the effects on hazard ratios when the PH assumption no longer holds in a reduced model [13]. Here we suppose that the PH assumption holds in the full model and show that one can apply a variance inflation factor (VIF) to the estimate of sample size obtained by using formula (2) as if the reduced model were correct, and obtain good estimates of the true required number of deaths.

## VARIANCE INFLATION FACTOR

In a regression model, the variance of the estimate $b_{1}$ of the parameter $\theta_{1}$ is inversely related to the variance of the corresponding covariate $X_{1}$. For example, if we increase the scale of $X_{1}$ by a factor of 10 , the variance of $X_{1}$ will increase by 100 and the variance of $b_{1}$ will decrease by 100 . If covariates explain some of the variance of $X_{1}$, the same effect results. Let $R$ be the multiple correlation coefficient $\rho_{1.23 \ldots k}$ relating $X_{1}$ with $X_{2}, \ldots, X_{k}$. Then $R^{2}$ is the proportion of variance explained by the regression of $X_{1}$ on $X_{2}, \ldots, X_{k}$. In a multiple regression model with covariates $X_{1}, X_{2}, \ldots, X_{k}$, the conditional variance of $X_{1} \mid X_{2}, \ldots$, $X_{k}$ is smaller than the marginal variance of $X_{1}$ by a factor of $1-R^{2}$. Therefore the variance of $b_{1}$ estimated from the multiple regression model will increase by a factor of $1 /\left(1-R^{2}\right)$. In multiple linear regression the variance inflation factor can also be shown directly from the ratio

$$
\operatorname{Var}_{k}\left(b_{1}\right) / \operatorname{Var}_{1}\left(b_{1}^{*}\right)=1 /\left(1-R^{2}\right)
$$

where $\operatorname{Var}_{k}\left(b_{1}\right)$ and $\operatorname{Var}_{1}\left(b_{1}^{*}\right)$ are the variances of the parameter estimate $b_{1}$ and $b_{1}^{*}$ obtained from multiple regression models with $k$ and 1 covariates, respectively [8]. In the PH context, to preserve the power we propose that the required number of deaths be calculated as if there were only one predictor and then inflated by the same proportion that the variance of the estimate of the effect of the predictor has been inflated by the adjustment for the other covariates. That is, $D=D_{1} /\left(1-R^{2}\right)$, where we define $1 /\left(1-R^{2}\right)$ as the VIF and $D_{1}$ is the required number of deaths calculated from formula (2). In Appendix B, we present simulations that allow $\theta_{2}$ to vary from small to large and to be statistically significantly different from 0 , and demonstrate that this only increases the variation of the approximation.

## EXAMPLE

A multiple myeloma data set from an example in the SAS PHGLM procedure is used to illustrate the sample-size calculation [14, 15]. In this data set, 65 patients were treated with alkylating agents and, during the study, 17 of the 65 survival times were censored. The data was fitted into a PH model to identify which of the nine prognostic factors are significant predictors.

Let us assume that LOGBUN is the variable $X_{1}$ of interest. The standard deviation of LOGBUN is $\sigma=0.3126$ and the $R^{2}$ obtained from the regression of $X_{1}$ on $X_{2}, \ldots, X_{9}$ is 0.1837 . The overall death rate is $1-17 / 65=0.738$. Suppose one wanted to have $80 \%$ power with a one-sided significance level of $5 \%$ to detect a $\log$ hazards ratio of $\log \Delta=\theta^{*}=1$. By applying formula (2), with no other covariates, the required number of deaths would be (1.645 + $0.842)^{2} /(0.3126 \times 1)^{2}=64$. Equivalently, a sample size of $64 / 0.738=87$ is needed. Now suppose that it was considered necessary to adjust for the other covariates, perhaps because of confounding. The approximated VIF for the full model obtained from $1 /\left(1-\rho_{1.23} \ldots 9^{2}\right)=1 /\left(1-R^{2}\right)$ is 1.225 . The required total sample size for a full model can be approximated by $(87 \times 1.225)=107$.

## DISCUSSION AND CONCLUSION

If the PH assumption holds with respect to the full model with $k$ covariates, it may no longer hold if some of the $k$ covariates are left out of the model [12]. In addition, the inclusion of confounding variables may be necessary on scientific grounds to produce meaningful estimates of the effects of the covariate $X_{1}$. We assume that the model with $k$ covariates is valid with a PH assumption, and we would like to estimate the required sample size for this model. The "naive" sample-size calculation begins with a reduced model with only one covariate. We then inflate the sample size to the correct power for the model with $k$ covariates. We only use formula (2) as a start to the variance calculation to estimate the power in the full model. The VIF is obtained from the multiple correlation of $X_{1}$ with $X_{2}, \ldots, X_{k}$, which will often be available from prior studies, even when estimates of the parameters relating the covariates to survival are not available.

The proposed sample-size formula is useful for a nonrandomized study or for a randomized study with a nonbinary predictor. This formula does not assume anything about the distributions of the survival time and the covariates other than proportional hazards. The simulations so far attempted show that the power remains unchanged when the number of deaths or events remains constant while the number of patients entered varies under random censoring. In other words, the censored observations do not contribute to the power. The simulations also show that the proposed formula provides sample sizes, in a range of designs with either a normal or gamma variate, within $5 \%$ of the expected power. In PH regression, the adjustment for covariates in epidemiologic analyses may result in a true precision of an estimate of the correct parameter that is lower than naively estimated. We use simulation to show the VIF for confounders with various effect in mortality (Appendix B). When the coefficient of the confounder increases, the variation of the VIF approximations also increases. The simulations show that in general the proposed VIF approximates the ratio of estimated variances well.
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## APPENDIX A

To simplify the derivations, we first assume that there is only one predictor in the model. The PH model assumes that the hazard function has the following relationship
$\log \left[\lambda(t \mid X) / \lambda_{0}(t)\right]=\theta X$
To test the null hypothesis $\mathrm{H}_{0}: \theta=0$, the score statistic for the Cox proportional hazards model can be written in a simple form

$$
S^{2}=\left[\Sigma_{D}\left(X_{i}-E_{i}\right)\right]^{2} / \Sigma_{D} V_{i}
$$

where $i$ indexes the ordered death times; $R(i)$ and $D(i)$ identify the risk set and the death set, respectively, at the $i$ th death time; $E_{i}=\Sigma_{R} X_{j} / n_{i}, V_{i}=\Sigma_{R}\left(X_{j}-\right.$
$\left.E_{i}\right)^{2} / n_{i}$, where $n_{i}=$ number of patients in $R(i)$; and $\Sigma_{D}$ and $\Sigma_{R}$ are summations over $D(i)$ and $R(i)$, respectively [1]. Under the null hypothesis, $S^{2}$ is treated as chi-square distributed with one degree of freedom, or equivalently, $S$ is standard normal with mean 0 and variance 1. To follow the derivation of Schoenfeld [2], we define

$$
e_{i}=\left[\Sigma_{R} X_{j} \exp \left(\theta X_{j}\right)\right] /\left[\Sigma_{R} \exp \left(\theta X_{j}\right)\right]
$$

The numerator of $S$ can be written as

$$
\Sigma_{D}\left(X_{i}-E_{i}\right)=\Sigma_{D}\left(X_{i}-e_{i}\right)+\Sigma_{D}\left(e_{i}-E_{i}\right)
$$

The first term is asymptotically normal [16] with mean 0 and variance $\Sigma_{D} \Sigma_{R}$ $\left(X_{j}-e_{i}\right)^{2} / n_{i}$. Since $\theta \rightarrow 0, e_{i}$ approaches $E_{i}$, and the variance $\Sigma_{D} \Sigma_{R}\left(X_{j}-e_{i}\right)^{2} / n_{i}$ approaches $\Sigma_{D} V_{i}$. The first term has an asymptotic normal distribution $N(0$, $\Sigma_{D} V_{i}$ ). Expanding the second term in a Taylor series about $\theta=0$, this term approaches $\theta\left[\Sigma_{D} V_{i}\right]$. By adding the two terms together and dividing by the denominator $\left[\Sigma_{D} V_{i}\right]^{1 / 2}, S$ is asymptotically normal with unit variance and mean equal to $D^{1 / 2} \theta \sigma$ where $\sigma^{2}$ is the variance of $X$ and $D$ is the expected number of deaths on the trial. Formula (2) follows this result.

To adjust for other covariates in an experiment where $X$ is randomly assigned, we can assume that $X$ is independent of other covariates and follow the derivation of Schoenfeld to obtain formula (2). Without the independence assumption, the estimate of the required number of deaths from formula (2) is in general too small and should be increased by a variance inflation factor for adjustment for other covariates (see text).

## APPENDIX B

In a Cox proportional hazards regression model with two normally distributed covariates, we used simulations to demonstrate how well the ratio of the estimated variances $\operatorname{Var}_{2}\left(b_{1}\right) / \operatorname{Var}_{1}\left(b_{1}^{*}\right)$ is approximated by $1 /\left(1-\rho_{12}{ }^{2}\right)$ where $\rho_{12}$ is the Pearson correlation coefficient between $X_{1}$ and $X_{2}$.

The 100 computer simulations each used a sample size of 1000 generated from SAS [14]. First we generated variates $X_{1}$ and $Z$ from a normal generator RANNOR and variate $U$ from a uniform generator RANUNI. We then obtained variate $\left.X_{2}=\rho_{12} * X_{1}+\left(1-\rho_{12}\right)^{2}\right)^{1 / 2} * Z$ where the two bivariate normal variables $X_{1}$ and $X_{2}$ had ten different correlation coefficients $\rho_{12}$ ranging from 0.01 to 0.46. The survival times were generated from $T=-\log (U) / \exp \left(b_{1} X_{1}+b_{2} X_{2}\right)$ where $b_{1}$ had a fixed value at 0.01 and $b_{2}$ had ten values ranging from 0.01 to 1.81 . As a result, each of the 100 computer simulations consisted of a different pair of $\rho_{12}$ and $b_{2}$. In each simulation, the survival time $T$ was first regressed with $X_{1}$ alone and then with $X_{1}$ and $X_{2}$ using the SAS PHGLM procedure. The ratio of the variances, $\operatorname{Var}_{2}\left(b_{1}\right) / \operatorname{Var}_{1}\left(b_{1}^{*}\right)$, obtained from the two PHGLM procedures was compared with $1 /\left(1-\rho_{12}{ }^{2}\right)$. The estimates of $\operatorname{Var}_{2}\left(b_{1}\right) / \operatorname{Var}_{1}\left(b_{1}^{*}\right)$ versus $1 /\left(1-\rho_{12}{ }^{2}\right)$ from the simulations are plotted in Figure 1. The results show that the estimates of $1 /\left(1-\rho_{12}{ }^{2}\right)$ closely approximate the ratio $\operatorname{Var}_{2}\left(b_{1}\right) /$ $\operatorname{Var}_{1}\left(b_{1}^{*}\right)$. As expected, with the increases of the values of $b_{2}$, the variation of the approximation of the VIF to the variance ratio also increases (Figure 2).


Figure 1 Results of 100 simulations: variance ratio versus VIF.


Figure 2 Difference of VIF and variance ratio versus $b_{2}$.
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