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1 Introduction

1.1 Learning Objectives

Specific Learning Objectives

• Learn about the important elements of a sample size calculation in the design of a

clinical trial

– Why is the sample size calculation important?

– How to calculate the required sample size?

• Gain some knowledge about the basic statistical rules of thumb in sample size calcu-

lations

• Learn how to report the results of sample size calculation for a granting agency, research

ethics board submission, etc.

1.2 Introductory Remarks

Sample size calculations form an integral part of a vast majority of quantitative studies.

There are three main parts to sample size calculation: (i) sample size estimation, which de-

pends on a host of items (see Section 3.1); (ii) sample size justification, which often involves

justification of the calculated number in the light of budgetary and other biological consid-

erations, and (iii) sample size adjustment, increasing the sample to account for potential

dropouts or effect of covariates.

• Sample size calculations may not be required for some pilot or exploratory studies. It

is important to note that

– A pilot study is a preliminary study intended to test the feasibility of a larger

study, data collection methods, collect information for sample size calculations,

and therefore should always have a main study to which it leads.

– In other words, pilot studies cannot exist on their own, but only in relation to a

larger studies with the aim to facilitate the larger studies.

– A pilot study SHOULD NOT be regarded as a study which is too small to produce

a definitive answer to the question of interest.
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• Sample size is just one part of a study design. There are several other parts that are

needed to determine the sample size (see Section 4).

• As part of sample size discussions, it is crucial to know what the consequences of

’getting it wrong’ are: these may be ethical, economic or scientific

• Sample size problems can be approached in two ways:

– Patients I need approach: based on calculation of the sample size for a given

power, level of significance and clinically meaningful difference

– Patients I can get approach: based on calculation of power or detectable difference

for a given sample size and level of significance

2 Why is sample size calculation important?

Sample size is important for two main reasons:

• Economic reasons: See Altman (1980),

– An undersized study may result in a waste of resources due to their incapability

to yield useful results. Recall that without a large enough a sample, an impor-

tant relationship or effect/difference may exist, but the collected data be not be

sufficient to detect it (ie the study may be under-powered to detect the effect).

– An oversized study can result in unnecessary waste of resources, while at the same

time yielding significant results that may not have much practical importance.

Note that if a study is based on a very large sample, it will almost always lead to

statistically significant results.

• Ethical reasons: See Altman (1980)

– An undersized study can expose subjects to unnecessary (sometimes potentially

harmful or futile) treatments without the capability to advance knowledge

– An oversized study has the potential to expose an unnecessarily large number of

subjects to potentially harmful or futile treatments

• Scientific reasons: (Moher et al (1994))
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– If a trial with negative results has a sufficient sample size to detect a clinically

important effect, then the negative results are interpretable–the treatment did not

have an effect at least as large as the effect considered to be clinically relevant.

– If a trial with negative results has insufficient power (insufficient sample size), a

clinically important (but statistically nonsignificant) effect is usually ignored or,

worse, is taken to mean that the treatment under study made no difference

Overall sample size calculation is an important part of the study design to ensure validity,

accuracy, reliability and, scientific and ethical integrity of the study.

3 Approaches to sample size calculation

There are two major classical approaches to sample size calculations in the design of quan-

titative studies:

• Precision of estimation of an unknown characteristic/parameter of a Population

• Hypothesis testing of treatment effects/population parameters

3.1 Precision of Estimation: Precision Analysis

In studies concerned with estimating some parameter of a population ( e.g. the prevalence

of a medical condition in the population), sample size calculations are important to ensure

that estimates are obtained with required precision/accuracy or level of confidence. Recall

that the smaller the margin of error in the estimation, the more informative or precise the

estimate is. For example,

• a prevalence of 10% from a sample of size 20 would have a 95% confidence interval

(CI) of (1%, 31%), which may not be considered very precise or informative.

• However, a prevalence of 10% from a sample of size 400 would have a 95% CI of (7%,

13%), which may be considered more accurate or informative.

3.2 Hypothesis Testing of effects/relationships: Power Analysis

In studies concerned with detecting an effect (e.g. a difference between two treatments,

or relative risk of a diagnosis if a certain risk factor is present versus absent), sample size

calculations are important to ensure that if an effect deemed to be clinically meaningful exists,
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then there is a high chance of it being detected, i.e. that the analysis will be statistically

significant. If the sample is too small, then even if large differences are observed, it will be

impossible to show that these are due to anything more than sampling variation. There are

different types of hypothesis testing problems depending on the goal of the research. Let

µS = mean of standard treatment, µT = mean of new treatment, and δ = the minimum

clinically important difference.

1. Test for Equality: Here the goal is to detect a clinically meaningful difference/effects

is such a difference/effects exists

2. Test for Non-inferiority: To demonstrate that the new drug is as less effective as the

standard treatment (ie the difference between the new treatment and the standard is

less than the smallest clinically meaningful difference)

3. Test for Superiority: To demonstrate that the new treatment is more superior that

standard treatment (ie the difference between the new treatment and the standard is

greater than the smallest clinically meaningful difference).

4. Test for equivalence: To demonstrate the difference between the new treatment and

standard treatment has no clinical importance

Test for Null Hypothesis Alternative Hypothesis
Equality H0 : µT − µS = 0 Ha : µT − µS 6= 0
Non-inferiority H0 : µT − µS ≥ δ H0 : µT − µS < δ
Superiority H0 : µT − µS ≤ δ H0 : µT − µS > δ
Equivalence H0 : |µT − µS| ≥ δ H0 : |µT − µS| < δ

It is important to note that

• the test for superiority is often referred to as the test for clinical superiority

• If δ = 0, it is called the test of statistical superiority

• Equivalence is taken to be the alternative hypothesis, and the null hypothesis is

nonequivalence

4 Information required to calculate a sample size

It is highly recommended that you ask a professional statistician to conduct the sample size

calculation.
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4.1 Factors that influence sample size calculation: A checklist

1. The objective(s) of the research: Is the research dealing with an estimation, hypothesis

or equivalence testing problem?

2. Are the control and intervention(s) described in detail?

3. The outcome(s) of the research:

• Is/Are the outcome(s) categorical or continuous?

• Is it a multiple or single outcome study?

• What is(are) the primary outcome(s)?

• What is(are) the secondary outcome(s)?

• Are the outcomes clinically relevant?

• Can the outcomes be measured for all subjects?

• Are the frequency and duration of the outcome measurements explicit?

• Are there any surrogate outcomes?

– What is the rationale for using surrogate outcomes?

– Will they accurately reflect the main outcomes?

– How can the observed benefit or harm made on surrogate outcomes translate

into corresponding benefit or harm on the main outcome?

4. Are there any covariates or factors for which to control?

5. What is the unit of randomization? Is it individual subjects, family practices, hospital

wards, communities, families, etc?

6. What is the unit of analysis? Is it individual subjects or clusters (eg family practices,

hospital wards, communities, families)?

7. What is the research design? Is it

• a simple randomized controlled trial (RCT)

• a cluster randomized trial

• an equivalence trial
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• a non-randomized intervention study

• an observational study

• a prevalence study

• a study measuring sensitivity and specificity

• a paired design study (ie paired comparison)

• a repeated-measures design study (ie does your study include repeated measures)?

The following additional factors are equally important

• are groups of equal sizes?

• are the data hierarchical?

8. Research subjects

• what is the target population?

• what is the inclusion and exclusion criteria?

• what is the likely patient compliance rate?

• what is the baseline risk (poor or good prognosis)?

• what is the chance of treatment response?

• what is the potential drop-out rate?

9. How long is the duration of the follow-up? Is it long enough to be of any clinical

relevance?

10. What is the desired level of significance?

11. What is the desired power?

12. What type of summary or test statistic will be used for analysis? Will it be a one- or

two-tailed test?

13. The smallest difference (see Spiegelhalter and Freedman [9] and Spiegelhalter et al [8])

• Does this reflect the degree of benefit from the intervention against the control

over the specified time frame?

• Is it stated as

6



– the smallest clinically important difference? (Lachin [12])

– the difference that investigators think is worth detecting? (Fleiss [13])

– the difference that investigators think is likely to be detected? (Halperin et

al [10]).

14. Justification: Most importantly, is the justification provided on how the various prior

estimates used in the calculations were obtained and their usefulness in the context of

the study? This also deals with the clinical relevance of the estimates depending on

the source (ie published data, previous work, review of records, expert opinions, etc).

5 Explanation of Statistical Terms

Below are some brief descriptions of some of above statistical terms.

1. Null and alternative hypothesis: Many statistical analyses involve the comparison of

two treatments, procedures or subgroups of subjects. The numerical value summarizing

the difference of interest is called the effect. In other study designs the effect may be

• Odds ratio (OR): H0 : OR=1

• Relative risk (RR): H0 : RR=1

• Risk Difference (RD): H0 : RD=0

• Difference between means (µ1 − µ2): H0 : µ1 − µ2 = 0

• Correlation coefficient (ρ): H0 : ρ = 0

Note that usually, the null hypothesis H0 states that there is no effect and the alter-

native hypothesis that there is an effect.

2. P-value of a test: The p-value is the probability of obtaining the effect as extreme or

more extreme than what is observed in the study if the null hypothesis of no effect is

actually true. It is usually expressed as a proportion (e.g. p=0.001).

3. Significance level of a test: Also called the Type error probability, the significance level

is a cut-off point for the p-value, below which the null hypothesis will be rejected and

it will be concluded that there is evidence of an effect. The conventional significance

level is α = 0.05 or 5%.
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4. Power of a test: Power is the probability

• that the null hypothesis will be correctly rejected i.e. rejected when there is indeed

a real difference or association

• the test will detect a difference or association of a particular magnitude when it

exists

• 1−β, where β is the P(Type II error), the chance of missing a clinically meaningful

difference

The higher the power, the lower the chance of missing a real effect. Power is typically

set to be at least 80%.

Reject H0 Accept Ha

H0 True Type I error Correct Decision
(Probability=α)

H0 False Correct Decision Type II error
(Probability=β)

5. Effect size of clinical importance: This is the smallest difference between the group

means or proportions (or odds ratio/relative risk closest to unity) which would be

considered to be clinically meaningful. The sample size should be estimated so that if

such a difference exists, then the chance that a statistically significant result would be

obtained is very high.

6. One-sided and two-sided tests of significance: In a two-sided test, the null hypothesis

states there is no effect, and the alternative hypothesis is that a difference exists in

either direction. In a one-sided test the alternative hypothesis does specify a direction,

for example that an active treatment is better than a placebo, and the null hypothesis

then includes both no effect and placebo better than active treatment.

• Two-sided tests should be used unless there is a very good reason for doing oth-

erwise.

• One-sided tests may be appropriate in situations where is it completely inconceiv-

able that the results could go in either direction, or the only true concern with

outcomes in one tail of the distribution.

(a) Examples include:
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i. toxicity studies

ii. safety evaluations

iii. analysis of occurrences of adverse drug reactions

iv. risk analysis

(b) References:

i. Bland JM, Altman DG. One and two sided tests of significance. BMJ

1994; 309: 248.

ii. Dubey SD. Some Thoughts on the One-sided and Two-sided Tests. Jour-

nal of Biopharmaceutical Statistics 1991; 1: 139-150.

iii. Chow S-C, Shao J, Wang H. Sample Size Calculations in Clinical Research

Marcel Dekker: New York, NY 2003

The expectation that the difference will be in a particular direction is not adequate

justification for one-sided tests.
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6 Formulae for Sample Size Calculations

Table 1: Formulae for Sample Size Calculations for Comparisons Between
Means

Hypotheses and Sample Size rules
Design Hypothesis H0 Ha Basic Rule

One-sample Equality µ− µ0 = 0 µ− µ0 6= 0 n =

(
z α

2
+zβ

)2

σ2

(µ−µ0)2

Superiority µ− µ0 ≤ δ µ− µ0 > δ n =
(zα+zβ)

2
σ2

(µ−µ0−δ)2

Equivalence |µ− µ0| ≥ δ |µ− µ0| < δ n =
(zα+zβ)

2
σ2

(|µ−µ0|−δ)2

Two-sample Parallel Equality µ1 − µ2 = 0 µ1 − µ2 6= 0 ni =
2

(
z α

2
+zβ

)2

σ2

(µ1−µ2)2

Non-inferiority µ1 − µ2 ≥ δ µ1 − µ2 < δ ni =
2(zα+zβ)

2
σ2

(µ1−µ2−δ)2

Superiority µ1 − µ2 ≤ δ µ1 − µ2 > δ ni =
2(zα+zβ)

2
σ2

(µ1−µ2−δ)2

Equivalence |µ1 − µ2| ≥ δ |µ1 − µ2| < δ ni =
2(zα+zβ)

2
σ2

(|µ1−µ2|−δ)2

Two-sample Crossover Equality µ1 − µ2 = 0 µ1 − µ2 6= 0 ni =

(
z α

2
+zβ

)2

σ2

2(µ1−µ2)2

Non-inferiority µ1 − µ2 ≥ δ µ1 − µ2 < δ ni =
(zα+zβ)

2
σ2

2(µ1−µ2−δ)2

Superiority µ1 − µ2 ≤ δ µ1 − µ2 > δ ni =
(zα+zβ)

2
σ2

2(µ1−µ2−δ)2

Equivalence |µ1 − µ2| ≥ δ |µ1 − µ2| < δ ni =
(zα+zβ)

2
σ2

2(|µ1−µ2|−δ)2
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Table 2: Formulae for Sample Size Calculations for Comparisons Between
Proportions

Hypotheses and Sample Size rules
Design Hypothesis H0 Basic Rule

One-sample Equality π − π0 = 0 n =

(
z α

2
+zβ

)2

π(1−π)

(π−π0)2

Superiority π − π0 ≤ δ n =
(zα+zβ)

2
π(1−π)

(π−π0−δ)2

Equivalence |π − π0| ≥ δ n =
(zα+zβ)

2
π(1−π)

(|π−π0|−δ)2

Two-sample Parallel Equality π1 − π2 = 0 ni =

(
z α

2
+zβ

)2

(π1(1−π2)+π2(1−π2))

(π1−π2)2

Non-inferiority π1 − π2 ≥ δ ni =
(zα+zβ)

2
(π1(1−π2)+π2(1−π2))

(π1−π2−δ)2

Superiority π1 − π2 ≤ δ ni =
(zα+zβ)

2
(π1(1−π2)+π2(1−π2))

(π1−π2−δ)2

Equivalence |π1 − π2| ≥ δ ni =
(zα+zβ)

2
(π1(1−π2)+π2(1−π2))

(|π1−π2|−δ)2

Two-sample Crossover Equality π1 − π2 = 0 ni =

(
z α

2
+zβ

)2

σ2
d

2(π1−π2)2

Non-inferiority π1 − π2 ≥ δ ni =
(zα+zβ)

2
σ2

d

2(π1−π2−δ)2

Superiority π1 − π2 ≤ δ ni =
(zα+zβ)

2
σ2

d

2(π1−π2−δ)2

Equivalence |π1 − π2| ≥ δ ni =
(zα+zβ/2)

2
σ2

d

2(|π1−π2|−δ)2
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6.1 Sample Size Adjustments

It is important to note that sample-size problems will vary from study to study depending
on the context. The sample size may need to be adjusted to account for the effects of other
variables, and the uncertainty of predictable practical and ethical factors.

• Which variables should be included in the sample size calculation?

– The sample size calculation should relate to the study’s primary outcome variable.

– Ideally, separate sample size calculations should be provided for each important
variable: the sample size should also be sufficient for the analyses of all important
variables.

– A simpler conservative approach is to estimate sample sizes for all important
outcomes and then use the maximum estimate.

– As a rule of thumb, when the correlation of a covariate with the response variable
is ρ, then the sample size can be reduced by a factor of 1− ρ2. That is,

nnew = n(1− ρ2).

• Multiplicity and Sample Size Adjustment: Multiplicity adjustment using the Bonferroni
method to the level of significance should be made when at least one significant result
(eg one of several primary outcomes or several pairwise comparisons) is required to
draw a conclusion

• Allowing for response rates and other losses to the sample

The sample size calculation should relate to the final, achieved sample. Therefore, the
initial sample size may need to be adjusted in order to account for

– the expected response rate

– loss to follow up

– lack of compliance

– any other unforseen reasons for loss of subjects

For example to adjust the sample size for the anticipated loss to follow-up rare: Suppose
n is the total number of subjects in each group not accounting for loss to follow-up,
and L is the loss to follow-up rate, then the adjusted sample size is given by

nnew =
n

1− L

It is important to state clearly what factors were taken into consideration in the sample
size adjustment and the justification should also be explicit.

• Adjustment for Unequal Group Size
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– First calculate n the per group sample size assuming equal number per group

– If we require n1/n2 = k, then

n2 =
1

2
n(1 + 1/k) and n1 =

1

2
n(1 + k)

– The question of whether to use unequal sample sizes matters when multiple sizes
can be obtained in one group (see Lachin 2000, van Belle 2003)

7 Reporting the results of sample size calculation in

the protocol

The protocol should provide sufficient details on how the sample size was determined. This
should cover

1. clear statements of the (primary) objectives of the study

2. the desired level of significance

3. the desired power

4. type of summary or test statistic will be used for analysis

5. whether the test will one- or two-tailed

6. the smallest difference and a clear statement of whether it is

• the smallest clinically important difference

• the difference that investigators think is worth detecting

• the difference that investigators think is likely to be detected

7. justification provided on how the various prior estimates of the variance and the effect
used in the calculations were obtained and their usefulness in the context of the study

8. clear statements about the assumptions made about the distribution or variability of
the outcomes

9. clear statement about the scheduled duration of the study

10. clear statements about how the sample size calculation was adjusted for

• the expected response rate

• loss to follow up

• lack of compliance

• any other unforseen reasons for loss of subjects

11. any other information that formed the basis for the sample size calculation.
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8 Specific examples of samples size calculations

If your study requires the estimation of a single proportion, comparison of two means,
or comparison of two proportions, the sample size calculations for these situations are
(generally) relatively straightforward, and are therefore presented here. However, it is
still strongly recommended that you ask a statistician to conduct the sample size calcu-
lation. The following examples (taken from St. George’s Hospital Medical School website:
http://www.sghms.ac.uk/depts/phs/guide/size.htm ) are meant to illustrate how to calcu-
late, justify and report sample size calculations.

8.1 Example 1: Comparing two proportions

• Goal: The following calculation only applies when you intend to compare two groups
of the same size.

• Scenario: A placebo-controlled randomized trial proposes to assess the effectiveness of
colony stimulating factors (CESS) in reducing sepsis in premature babies. A previous
study has shown the underlying rate of sepsis to be about 50% in such infants around 2
weeks after birth, and a reduction of this rate to 34% would be of clinical importance.

• Required information:

– Primary outcome variable = presence/absence of sepsis at 14 days after treatment
(treatment is for a maximum of 72 hours after birth).

– Hence, a categorical variable summarized by proportions.

– Size of difference of clinical importance = 16%, or 0.16 (i.e. 50%-34%)

– Significance level = 5%

– Power = 80%

– Type of test = two-sided

The formula for the sample size for comparison of 2 proportions (two-sided) is as
follows:

n =
[zα

2
+ zβ]2 × [π1(1− π1) + π2(1− π2)]

(π1 − π2)
2

where

– n = the sample size required in each group (double this for total sample)

– π1 = first proportion=0.50,

– π2 = second proportion=0.34,

– π1 − π2 = size of difference of clinical importance = 0.16

– zα
2

depends on desired significance level = 1.96
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– zβ depends on desired power = 0.84

Inserting the required information into the formula gives: -

n =
[1.96 + 0.84]2 × [(0.50× 0.50) + (0.34× 0.66)]

[0.16]2
= 146

This gives the number required in each of the trial’s two groups. Therefore the total
sample size is double this, i.e. 292.

• Suggested description of this sample size calculation:

”A sample size of 292 babies (146 in each of the treatment and placebo
groups) will be sufficient to detect a clinically important difference of 16%
between groups in the sepsis rate at 14 days, using a two-sided Z-test of the
difference between proportions with 80% power and a 5% significance level.
This 16% difference represents the difference between a 50% sepsis rate in
the placebo group and a 34% rate in the treatment group.”

8.2 Example 2: Comparing two means

• Goal: The following calculation only applies when you intend to compare two groups
of the same size.

• Scenario: A randomized controlled trial has been planned to evaluate a brief psy-
chological intervention in comparison to usual treatment in the reduction of suicidal
ideation amongst patients presenting at hospital with deliberate self-poisoning. Suici-
dal ideation will be measured on the Beck scale; the standard deviation of this scale
in a previous study was 7.7, and a difference of 5 points is considered to be of clini-
cal importance. It is anticipated that around one third of patients may drop out of
treatment (Guthrie et al. 2001)

• Required information:

– Primary outcome variable = The Beck scale for suicidal ideation.

– A continuous variable summarized by means.

– Standard deviation = 7.7 points

– Size of difference of clinical importance = 5 points

– Significance level = 5%

– Power = 80%

– Type of test = two-sided

15



The formula for the sample size for comparison of 2 means (2-sided) is as follows: -

n =
[zα

2
+ zβ]2 × 2σ2

δ2

where n = the sample size required in each group (double this for total sample).

σ = standard deviation, of the primary outcome variable = 7.7.

δ = size of difference of clinical importance = 5.0.

zα
2
= 1.96.

zβ= 0.84.

Inserting the required information into the formula gives: -

n =
[1.96 + 0.84]2 × 2× 7.72

5.02
= 38

This gives the number required in each of the trial’s two groups. Therefore the total
sample size is double this, i.e. 76.

To allow for the predicted dropout rate of around one third, the sample size was
increased to 60 in each group, a total sample of 120.

• Suggested wording of this sample size calculation:

” A sample size of 38 in each group will be sufficient to detect a clinically
important difference of 5 points on the Beck scale of suicidal ideation, as-
suming a standard deviation of 7.7 points, using a tow-tailed t-test of the
difference between means, a power of 80%, and a significance level of 5%.
The calculation is based on the assumption that the measurements on Beck
scale are normally distributed. This number has been increased to 60 per
group (total of 120), to allow for a predicted drop-out from treatment of
around one third”.
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• Wording from Power and Precision

Power for a test of the null hypothesis

One goal of the proposed study is to test the null hypothesis that the two
population means are equal. The criterion for significance (alpha) has been
set at 0.050. The test is 2-tailed, which means that an effect in either direc-
tion will be interpreted.

With the proposed sample size of 39 and 39 for the two groups, the study
will have power of 80.8% to yield a statistically significant result.

This computation assumes that the mean difference is 5.0 and the common
within-group standard deviation is 7.7.

This effect was selected as the smallest effect that would be important to
detect, in the sense that any smaller effect would not be of clinical or sub-
stantive significance. It is also assumed that this effect size is reasonable, in
the sense that an effect of this magnitude could be anticipated in this field
of research.

Precision for estimating the effect size

A second goal of this study is to estimate the mean difference between the
two populations. On average, a study of this design would enable us to report
the mean difference with a precision (95.0% confidence level) of plus/minus
3.46 points.

For example, an observed difference of 5.0 would be reported with a 95.0%
confidence interval of 1.54 to 8.46.

The precision estimated here is the median precision. Precision will vary as
a function of the observed standard deviation (as well as sample size), and
in any single study will be narrower or wider than this estimate.

9 Inappropriate wording or reporting of Sample size

calculations

1. Example 1: ”A previous study in this area recruited 150 subjects and found highly
significant results (p=0.014), and therefore a similar sample size should be sufficient
here.”

• Why is this a problem?: Previous studies may have been ’lucky’ to find significant
results, due to random sampling variation

• Solution: Calculations of sample size specific to the present, proposed study
should be provided
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2. Example 2: ”Sample sizes are not provided because there is no prior information on
which to base them.”

• If the study is a preliminary pilot aimed at assessing feasibility or gathering the
information required to calculate sample sizes for a full-scale study, then sample
size calculations are not necessary

• Where prior information on standard deviations is unavailable, then standard
deviation can be estimated from the range as

Standard deviation =
Max-Min

4
.

Then sample size calculations can be given in very general terms, i.e. by giving
the size of difference that may be detected in terms of a number of standard
deviations

3. Example 3: “The throughput of the clinic is around 50 patients a year, of whom
10% may refuse to take part in the study. Therefore over the 2 years of the study, the
sample size will be 90 patients. ”

• Although most studies need to balance feasibility with study power, the sample
size should not be decided on the number of available patients alone.

• If the number of available patients is a known limiting factor, a apply the patients
I can get approach to indicate either

(a) the power which the study will have to detect the desired difference of clinical
importance, or

(b) the difference which will be detected when the desired power is applied

Where the number of available patients is too small to provide sufficient power to detect
differences of clinical importance, you may wish to consider extending the length of
the study, or collaborating with a colleague to conduct a multi-centre study.

4. Other Examples

• “The results of a pilot study have been submitted for publication and the reviewers
indicate that our sample size is adequate.”

• “We aim to recruit 100 participants. This sample size was determined to detect
a small to moderate mean difference of xx points between the treatment groups
on at least one of the key outcomes with a 70% power.”
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10 Important Remarks About Achieving the required

sample size

10.1 Common Recruitment Strategies

Recruitment of suitable subjects for participation in clinical trials can also achieved through
use of effective recruitment strategies (taken from the 2000 Office of Inspector General (OIG)
of the US Department of Health Services Report):

1. through the use of financial and non-financial incentives

2. by physicians flagging patients in their practice through chart reviews or when they
appear for an appointment

3. by furnishing trial information to other local clinicians or to disease advocacy and other
groups

4. through advertising and promotion such as

• media ads

• press releases

• televised segments

• speakers at local health fairs

Recruitment through the Internet or Web in also increasingly becoming a popular option.

10.2 Reasons for failure to achieve the required sample size

The sample size required for a clinical trial may be very hard to recruit or recruitment has
been much slower than anticipated. This is quite common in clinical studies. Sometimes this
can lead to pre-mature ending of the trial, which could lead inconclusive findings because of
lack of power. In order to avoid or address this problem, it is important to understand why
it happen:

• patients’ refusal to consent to participate in the study

• bad time of the study: snowy weather may also discourage potential patients from
participating especially if the trial involves clinic visits

• adverse media publicity: sometimes adverse media publicity about medicine in general
and trials in particular may discourage potential subjects from taking part in a research
endeavor

• failure of recruiting staff to identify and approach potential research subjects
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• lack of genuine commitment to the project: sometimes this which might be caused by
honest doubts about the safety or efficacy of the new treatment

• poor recruitment may also be due to staffing problems: eg clinical unit is under pressure
from excessive patient numbers or understaffing

• too many projects going after the same subjects

For further details on barriers to patient participation in clinical studies, see Ross et al 1999.

10.3 Possible or Common Solutions

Possible solutions include

• Pilot studies are very helpful in providing insights into some of these issues

• good planning: devise a clear plan of how to monitor recruitment. This may also
help the proposal for funding since funders may well be impressed by a proposal which
shows that this issue has been considered by applicants and some there are plans to
deal with it

• request to the funders for an extension in time or for an extension in funding

• check with potential collaborators what their other trial commitments are

• maintain regular visits to trial sites and good contact with staff who are responsible
for recruitment

• to have recruitment targets (milestones) to enable the research team to monitor how
well recruitment is going, so that problems can be detected as soon as possible

11 Retrospective Sample Size Calculations

Sometimes, people try to estimate the sample size or perform power analysis after the study
is completed.

• Avoid retrospective planning; it’s bad science!

• IMPORTANT: ”Observed power” (ie power calculated based on the observed effect)
is a decreasing function of the p-value of the test (Hoenig and Heisey, 2001). That is,

– the observed power increases as the p-value decreases

– the higher the observed power, the greater the evidence against the null hypothesis

• The problem with observed power:
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– It is associated with this common mis-interpretation or misconception: if the
test is nonsignificant (pvalue is large), but the observed power is high, then this is
interpreted to mean that there is strong evidence in support of the null hypothesis

– It causes great confusion because it is often used inappropriately to add interpre-
tation to a non-significant test result

12 Important Rules of Thumb/Cautions

12.1 General

1. Multiplicity and Sample Size Adjustment: Multiplicity adjustment using the Bonferroni
method to the level of significance should be made when at least one significant result
(eg one of several primary outcomes or several pairwise comparisons) is required to
draw a conclusion

2. Overlapping Confidence Intervals Do not imply non-significance

Basic Rule: “Confidence intervals associated with statistics can overlap as much
as 29% and the statistics can still be significantly different” (van Belle 2002)

3. Sample size calculations should be based on the statistics used in the analysis. Example,
if sample size calculations were based on assumption that the outcome is continuous,
then dichotomizing the outcome for the analysis would not be appropriate. Why?

• using a different statistic for analysis may alter the anticipated power

• the anticipated treatment effect may no longer be meaningful in the scale of the
new statistic

4. The basic rule of thumb for estimating the sample size for testing equality of two means
is

n1 = n2 =
8σ2

δ2
; where δ = µ1 − µ2

5. The basic rule of thumb for estimating the sample size for testing equality of two
proportions is

n1 = n2 =
8π(1− π)

(π1 − π2)2
; where π =

π1 + π2

2

6. Since sample calculations are estimates,

• it is usually better to be conservative. For example, it is usually better to assume
a two-sided test than a one-sided test

• it is better to adopt a simple approach even for complex problems. For example, it
is simpler to use difference between proportions than logistic regression in sample
size calculation
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7. Although larger sample sizes are generally desired, it is important to be aware of the
statistical (over-power), ethical, and economic consequences of too large a sample

8. Rare Incidence rates: If the primary outcome is an extremely rare event (eg. one per
10, 000), then sample size calculations will indicate that a very large sample is required

9. It is worth noting that observational or non-randomized studies looking for differences
or associations will generally require a much larger sample in order to allow adjustment
for confounding factors within the analysis

10. It is the absolute sample size which is of most interest, not the sample size as a pro-
portion of the whole population

11. Consistency with study aims and statistical analysis

• The adequacy of a sample size should be assessed according to the purpose of the
study. Check whether the purpose of the study is

– to test for no difference (equality)

– to test for non-inferiority

– to test for superiority

– to test for equivalence

Note that the sample size required to demonstrate equivalence will be larger than
that required to demonstrate a difference.

• Sample size calculations should relate to the study’s stated objectives, and be
based on the study’s primary outcome variable or all important outcome variables

• Sample size calculations should also be consistent with the proposed method of
analysis

12. The following rules of thumb have been recommended by vanVoorhis and Morgan 2001:

• For moderate to large effect size (ie 0.50≤effect size≤0.80), 30 subjects per group
are required

• For comparisons between three or more groups, then to detect an effect size of 0.5

(a) with 80% power, will require 14 subjects/group

(b) with 50% power, will require 7 subjects/group

13. Sensitivity Analysis: It is best to create a sample size table for different values of the
level of significance (α), power or different effect sizes, and then ponder the table to
select the optimal sample size
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12.2 Rules of Thumb for Relationships/Association

In regression problems, power refers to the ability to find a specified regression coefficient
or level of R2 statistically significant at a specified level of significance and specified sample
size.

1. For multiple regression: Hair et al, 2000 state

(a) that with 80% power, and α = 0.05, one can detect a

i. R2 ≥ 0.23 based on n = 50

ii. R2 ≥ 0.12 based on n = 100

(b) The general rule is that the ratio of number of subjects to number of independent
variables should be about 5:1. There is substantial risk of “overfitting” if it falls
below.

(c) The desired ratio is usually about 15 to 20 subjects for each independent variable

2. Sample size for examining relationships: Green (1991) recommends

(a) Rule 1: for testing multiple correlations

n > 50 + 8m

where m is the number of independent variables

(b) Rule 2: for testing relationship of outcome with individual predictors

n > 104 + m

3. Harris (1985) recommends

(a) Rule 1: For 5 or less predictors, the number of subjects should exceed the number
of independent variables by 50

n > 50 + m

(b) Rule 2: For equations involving 6 or more predictors, an absolute number of 10
subjects per predictor is recommended

n > 104 + m

4. Large samples are needed (see Tabachnick and Fidell, 1996) if

(a) the dependent variable is skewed

(b) the effect size is small

(c) there is substantial measurement error
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(d) stepwise regression is used

5. Rules for chi-squared testing

(a) Sample size should be such that no expected frequency in a cell should drop below
5: small expected cell frequencies can limit power substantially and inflate Type
I error.

(b) Overall sample size should be at least 20

(c) The number of cells (ie degrees of freedom of the chi-squared test) is indirectly
related with power (see Cohen (1988))

6. Rules for Factor Analysis

(a) At least 300 cases/subjects (Tabachnick and Fidell, 1996)

(b) At least 50 participants/subjects per variable (Pedhazur and Schmelkin, 1991)

(c) Comrey and Lee (1992) guide:

• n=50: very poor

• n=100: poor

• n=200: fair

• n=300: good

• n=500: very good

(d) The higher the cases-per-variable ratio, the smaller the chance of “overfitting” (ie
creating factors that are not generalizable beyond the specific sample)

13 Tips on Elicitation of Effect Sizes and Variances for

Sample Size Calculations

The following tips are taken from “Some Practical Guidelines for Effective Sample Size
Determination” by Lenth (Lenth, 2001)

1. Elicitation of information on effect sizes to calculate sample size: Important questions

• What results do you expect (hope to) see?

• Would an effect of half that magnitude [specify] be of any scientific interest?

• Would a increase/decrease/difference of this magnitude [specify] be of any prac-
tical importance?

• What is the range of clinical indifference?

• If you were a patient, would the benefits of reducing/increasing the primary out-
come [specify] by this magnitude [specify] outweigh the cost, inconvenience and
potential side effects of this treatment?
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2. Elicitation of information on standard deviations/variances to calculate sample size:
Important questions

• What is the usual range of the primary outcome?

• Tell me about the smallest and largest values that you have seen?

• Discuss stories about extreme observations to determine the extent to which they
may represent ordinary dispersion

• Do you have any studies that you have done or done by others on using this
outcome? Do you have any historical or pilot data?

• What are the possible sources of variation based on past studies?

3. Effect sizes can also be expressed in terms of the standard deviation. For example, the
general sample size formula for comparing two means is

n =

(
Zα/2 + Zβ

)
(σ2

1 + σ2
2)

δ2

where δ = µ1 − µ2. If σ1 = σ2 = σ, this reduces to

n =

(
Zα/2 + Zβ

)
2σ2

δ2
.

If δ = kσ for some constant k, the formula can be rewritten as

n =
2

(
Zα/2 + Zβ

)

k2
.

Thus, your elicitation about the δ involves elicitation of k.

14 Sample Size Calculations for Cluster Randomized

Controlled Studies

Cluster randomized designs are increasingly used in community healthcare interventions and
health services research. Cluster randomized designs are designs in which intact social units
or clusters of other units are allocated to treatment groups or interventions.

14.1 Reasons for Using Cluster-randomized Designs

Reasons for using cluster-randomized designs include (from Hutton 2001; Donner and Klar
2000):

• Scientific reasons
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1. Treatment contamination: In cases where intervention is aimed at changing human
behavior or knowledge transmission, cluster randomized designs are used to avoid
contamination or influence of personal interactions among cluster members.

2. Enhancing compliance/adherence: Informal discussions about the intervention ap-
plied to a family practice, school, community setting, etc, might enhance subject
adherence.

3. Cluster level intervention: Some interventions such as those aimed at family physi-
cians can only be applied at the cluster level. The cluster effect or influence of
cluster-level covariates is such that individuals within a cluster are often treated
in a similar fashion or exposed to a common environment.

4. Cluster action of an intervention: Interventions such as vaccines, treatment of
river blindness, applied at community level reduce the likelihood of infections
or transmissions of diseases within the community. This is because infections
tend to spread more quickly within communities/families than between commu-
nities/families.

• Logistical and political reasons

1. Administrative convenience: Using clusters facilitates the administration of a trial
in many ways: Fewer units (clusters) to contact; access to patients through family
practices is easier; recruitment and randomization of practices is easier and faster
than that of patients.

2. Political: Sometimes community leaders, local or national leaders may have to
provide permission before individual subjects within a community can be con-
tacted for trial purposes

3. Access to routine data: Sometimes it’s easier to randomize practices or communi-
ties in order to access relevant information

• Ethical Reasons

1. Randomizing part of the family: For trials that deal with vaccines or food inter-
ventions, it would appear unethical to randomize some members of a family or
community to one intervention instead of the whole family.

14.2 Sample Size Formulae for Cluster-randomized Designs

Let

k = number of clusters

m = average cluster size

ρ = intra-cluster correlation coefficient

IF = 1 + (m− 1)ρ = inflation factor
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• Testing Equality of Means: µ1 − µ2 = 0

n1 = n2 =

(
zα/2 + zβ

)2
2σ2 × IF

(µ1 − µ2)
2

k =

(
zα/2 + zβ

)2
2σ2 × IF

m (µ1 − µ2)
2

• Testing Equality of Proportions: π1 − π2 = 0

n1 = n2 =

(
zα/2 + zβ

)2
[π1(1 + π1) + π2(1− π2)]× IF

(π1 − π2)
2

k =

(
zα/2 + zβ

)2
[π1(1 + π1) + π2(1− π2)]× IF

m (π1 − π2)
2

• Testing Equality of Incidence Rates: λ1 = λ2

n1 = n2 =

(
zα/2 + zβ

)2
[λ1 + λ2]× IFt

t (λ1 − λ2)
2

where

IFt = 1 +
CV 2 (λ2

1 + λ2
2) t

(λ1 + λ2)

CV =
σ1

λ1

=
σ2

λ2

and σ2
i is the between-cluster variation in incidence rates for the ith group, t is the

person-years, and CV is the coefficient of variation, which plays the same role as the
intra-class correlation coefficient. Note that if CV=0, then IFt = 1

15 Sample Size Calculations for Other Types of Stud-

ies

15.1 Analysis of Change From Baseline

Let

y = Response variable

yb = Corresponding baseline measurement
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µ = Mean of the distribution of the response variable

µb = Corresponding baseline mean

ρ = correlation between response and baseline measurements

d = y − yb = change from baseline

δ = µ− µb

σ = standard deviation of the distribution of d

The sample size calculation for analysis based on d is given by

n =

(
Zα/2 + Zβ

)2
2σ2(1− ρ)

δ2

Note that if ρ > 0.5, it is advantageous, in terms of the sample size, to evaluate the change
from baseline instead of comparing two groups in a parallel design.

15.2 Analysis of Times to Failure

Let

Mt = Mean survival time in Treatment Group

Mc = Mean survival time in Control Group

Assuming the survival times are exponentially distributed, the required sample size is given
by

n =
2

(
Zα/2 + Zβ

)2

(ln(Mt/Mc))
2

15.3 Comparisons of Means for two Poisson Populations

Let

θ1 = Mean of Population 1

θ1 = Mean of Population 2

Using a two- sample test of equality of means based on samples from two Poisson populations,
the required number of observations per sample is

n =
4

(√
θ1 −

√
θ2

)2
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15.4 Testing for a single correlation coefficient

Let

H0 : ρ = 0

Ha : ρ 6= 0

Using The Fisher’s arctanh (Z) transformation

Z =
1

2
ln

(
1 + ρ

1− ρ

)

and normal approximation, then the required sample is

n = 3 +
2

(
Zα/2 + Zβ

)2

(
ln

(
1+ρ
1−ρ

))2

where ρ is regarded as the clinically meaningful value of the correlation coefficient. Note
that the same formula can be used to determine the sample size for testing that the slope of
a regression line is not equal to zero.

15.5 Comparing Correlation Coefficients for Two Independent Sam-
ples

Let

H0 : ρ1 = ρ2

Ha : ρ1 6= ρ2

The required number of observations per sample is given by

n = 3 +
2

(
Zα/2 + Zβ

)2

(
ln

(
1+ρ1

1−ρ1

)
− ln

(
1+ρ2

1−ρ2

))2

15.6 Estimation Problems

If there are no comparisons being made but a parameter is being estimated, then confidence
interval approach is used in calculating the sample size. Here we require the prior estimate
of the variance and the margin of error or required accuracy. For estimating the population
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mean µ, using a (1 − α)100% confidence interval and the desired margin of error of E, the
sample size is given by

n =

(
Zα/2σ

E

)2

where σ is the prior estimate of the standard deviation of the population. The corresponding
formula for estimating the population proportion is given by

n =
Z2

α/2π(1− π)

E2

where π is the prior estimate.

16 Sample Size Calculation based on Transformations

Most of the statistical testing and corresponding sample size calculation procedures are based
on the normal distribution or some specific distribution of the responses or data. However,
quite often the assumed distribution may not fit the data, changing the scale of the original
data (transformations) and assuming the distribution for the transformed data may provides
a solution. Thus, if the analysis of the data is to be done on transformed data, it is equally
important to base the sample calculations on the scale of the transformed data.

1. For example if instead using risk different p1 − p2, one could use the odds ratio

OR =
p1(1− p2)

p2(1− p1)
.

In this case the required sample size to test H0 : OR = 1 versus Ha : OR 6= 1 is

n =

(
Zα

2
+ Zβ

)2

log2(OR)

(
1

p1(1− p1)
+

1

p2(1− p2)

)

2. The distribution of certain outcomes such as duration of symptoms, cost, etc, is often
skewed, but the log-transformation may normalize the distribution leading to a log-
normal distribution. Therefore it would be important to perform the sample size
calculations on the transformed scale which would used for inferences.

17 Sample Size Calculations and Non-parametric Tests

Use of non-parametric tests is also quite common in statistical analysis of RCT data.

• Most of the statistical procedures discussed so far, including those under s, have been
developed under the assumption of normality or some other distribution
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• Non-parametric (also called distribution-free) methods are designed to avoid distribu-
tional assumptions

• Advantages of Non-parametric Methods

1. Fewer assumptions are required (ie no distributional assumptions or assumptions
about equality of variances)

2. Only nominal (categorical data) or ordinal (ranked) are required, rather than
numerical (interval) data

• Disadvantages of Non-parametric Methods

1. They are less efficient

(a) less powerful than parametric counterparts

(b) often lead to overestimation of variances of test statistics when there are large
proportions of tied observations

2. They don’t lend themselves easily to CIs and sample size calculations

3. Interpretation of non-parametric results is quite hard

For latest developments in sample size calculations for nonparametric tests, see Chapter 11
of

• Chow S-C, Shao J, Wang H. Sample Size Calculations in Clinical Research Marcel
Dekker: New York, NY 2003

18 Software for Sample Size Calculations

The following article by Len Thomas and Charles J. Krebs provides an indepth review of
some software of sample size calculation software:

• Thomas L, Krebs CJ. A Review of Statistical power analysis software. Bulletin of the
Ecological Society of America 1997; 78(2): 126-139.

• Commercial Software Many more options are provided by the commercial computer
package that include

1. nQuery advisor: http : //www.statsol.ie/nquery/samplesize.htm

2. Power and Precision: http : //www.power − analysis.com/home.htm

3. PASS 2002: http : //www.ncss.com/pass.html

• Freeware on the web (User Beware!)
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http://www.stat.ucla.edu/~jbond/HTMLPOWER/index.html

http://www.health.ucalgary.ca/~rollin/stats/ssize/

http://www.stat.uiowa.edu/%7Erlenth/Power/index.html

http://www.dssresearch.com/SampleSize/

http://www.stat.ucla.edu/calculators/powercalc/

http://hedwig.mgh.harvard.edu/sample_size/size.html

http://www.bobwheeler.com/stat/SSize/ssize.html

http://www.math.yorku.ca/SCS/Online/power/

http://www.surveysystem.com/sscalc.htm

http://www.researchinfo.com/docs/calculators/samplesize.cfm

http://espse.ed.psu.edu/spsy/Watkins/Watkins3.ssi

http://www.mc.vanderbilt.edu/prevmed/ps/index.htm
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