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Example: Audio decomposition
Adapted from Scott Makeig [ http://sccn.ucsd.edu/~scott/icademo/index.html ]
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See Makeig’s website for a functional copy of the demo!



Measured data are a linear mixture of independent non-gaussian sources.
y = Λx   (data = mixing matrix * sources)

ICA finds the ‘unmixing’ matrix (W) to recover sources
x = Wy (sources = unmixing matrix * data)
W = Λ-1

A mixture of non-gaussian sources tends towards gaussian (Central Limit Theorem)

Iterative algorithm begins with random weights, computes estimate of x, adjusts weights 
to increase non-gaussianity of source estimates

Strategies:
- Increase (absolute) Kurtosis  
- Increase Entropy
- Decrease Mutual Information
(infomax)
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ICA: Logic & Assumptions
Aapo Hyvärinen: 

http://www.cis.hut.fi/aapo/papers/IJCNN99_tutorialweb/IJCNN99_tutorial3.html
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Time-varying (tICA) sources are assumed to be:
Independent (duh), non-gaussian, compact & spatially static
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Time-varying (tICA) sources are assumed to be:
Independent (duh), non-gaussian, compact & spatially static

Limitations:
- Can’t have all gaussian sources
- Can’t have non-linear mixture
- Can only recover as many sources as you have observations
(Beware: components can be wasted on modelling noise)

Quirks:
- Each component accounts for a small percentage of variance 
(typically 0-5%; unlike PCA)

- Order of output components is random 
(can order by e.g. PVA)

- Sign of output components is arbitrary 
(2 local minima, one +, one -)
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Example: Audio decomposition
Adapted from Scott Makeig [ http://sccn.ucsd.edu/~scott/icademo/index.html ]
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Example: Audio decomposition
Adapted from Scott Makeig [ http://sccn.ucsd.edu/~scott/icademo/index.html ]

See Makeig’s website for a functional copy of the demo!
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Examples from MEG data
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ICA – 65 components (reduced from 306 by PCA)



Scalp Topography of blink IC
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Artefact Correction using ICA:
Raw epochs before/after blink component is removed 



Raw ECG

Raw MEG (red) and ICA-corrected MEG (blue)

Male Subject



ICA – Event (Epoch) Related Plots



ICA – Event (Epoch) Related Plots



ICA – Component 9 MEG – Sensor 76 (2021) @ 186ms

ICA – Event (Epoch) Related Plots



Further Info:

A fantastic tutorial:
Aapo Hyvärinen: 
http://www.cis.hut.fi/aapo/papers/IJCNN99_tutorialweb/IJCNN99_tutorial3.html

A demo of blind source separation applied to voice recordings:
Scott Makeig
http://sccn.ucsd.edu/~scott/icademo/index.html

Lecture 5 in this Machine Learning course deals with ICA: 
Zoubin Ghahramani
http://learning.eng.cam.ac.uk/zoubin/ml06
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