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5.2 The Conditional Distribution (U |Y = y) 85

Var(B) = E
[
(B−
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we would first determine the joint density of U



5.3 Integrating h(u) in the Linear Mixed Model 87

ũ = argmax
u

fU |Y





5.4 Determining the PLS Solutions, ũ and β̂ θ 89

5.4.1 The Fill-reducing Permutation, P

In earlier chapters we have seen that often the random effects vector is re-
ordered before Lθ is created. The re-ordering or permutation of the elements
of u
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matrix being decomposed. However, as we saw in Fig. 2.4 of Sect. 2.1.2, there
may be positions in the factor that get filled-in even though they are known
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˜



5.5 The REML Criterion 93

become computationally singular in ill-conditioned problems, in which case
an error is reported.





5.6 Step-by-step Evaluation of the Profiled Deviance 95

It is not entirely clear how one would define a “REML estimate” of β because
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To update the matrix Λθ to a new value of θ we need to know which of
the non-zeros in Λ are updated from which elements of θ . Recall that the
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where k is the step factor chosen, perhaps by step-halving [Bates and Watts,
1988, Sect. 2.2.1], to ensure that the penalized residual sum of squares de-
creases at each iteration. Convergence is declared when the orthogonality
convergence criterion [Bates and Watts, 1988, Sect. 2.2.3] is below some pre-
specified tolerance.

The Laplace approximation to the deviance is

d(θ ,β ,σ |yobs)≈= n



5.8 Chapter Summary 101

Exercises


